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Preface

This volume contains the papers presented atNheh Workshop on Membrane
Computing, WMC9, which took place in Edinburgh, UK, from July 28 to July 31,
2008. The first three workshops on Membrane Computing wegarozed in Curtea de
Arges, Romania — they took place in August 2000 (with thecpealings published in
Lecture Notes in Computer Sciene@lume 2235), in August 2001 (with a selection of
papers published as a special issué-ohdamenta Informaticagolume 49, numbers
1-3, 2002), and in August 2002 (with the proceedings puetisin Lecture Notes in
Computer Sciengevolume 2597). The next five workshops were organized inatarr
ona, Spain, in July 2003, in Milan, Italy, in June 2004, innfi@, Austria, in July 2005,
in Leiden, The Netherlands, in July 2006, and in June 200fth tlie proceedings pub-
lished as volumes 2933, 3365, 3850, 4361, and 4860, regpyctf Lecture Notes in
Computer Science

The 2008 edition of WMC was organized at Heriot-Watt Unityeriby the School
of Mathematical and Computer Sciences, under the auspfdbe curopean Molec-
ular Computing Consortium (EMCC) and IEEE Computationdtlligence Society
Emergent Technologies Technical Committee Molecular Qaing Task Force. In this
workshop, several of the invited speakers were from outsidéMembrane Computing
community. This initiative was meant to allow the bioinfatits and systems biology
communities to learn about and appreciate membrane systemodeling platforms,
while at the same time the membrane system community bemsfitsarning more
about the challenges present in bioinformatics and systéohsgy to which membrane
systems could be usefully applied.

The 7 invited speakers were: Daniela Besozzi (Milan, ItaBavid Gilbert (Glas-
gow, UK), Paulien Hogeweg (Utrecht, The Netherlands), MarKirkilionis (War-
wick, UK), Grzegorz Rozenberg (Leiden, The NetherlandsynEisco-José Romero-
Campero (Nottingham, UK), Stephen Wolfram (Champaign - W.SA). Full papers
associated with the invited talks or only extended abs@eetincluded in the present
volume.

The volume also contains the 26 accepted papers. Each of wasrsubject of
three or four referee reports. The program committee ctetsief Artiom Alhazov
(Turku, Finland, and Chisinau, Moldova), David Corne iftlirgh, UK) — Co-chair,
Pilar De La Torre (Durham, USA), George Eleftherakis (Tlamsiki, Greece), Miguel-
Angel Gutiérrez-Naranjo (Sevilla, Spain), Oscar H. laafBanta Barbara, CA, USA),
Fairouz Kamareddine (Edinburgh, UK), Lila Kari (London @ala), Alica Kelemenova
(Opava, Czech Republic), Jetty Kleijn (Leiden, The Nethedk), Natalio Krasnogor
(Nottingham, UK), Van Nguyen (Adelaide, Australia), Liagig Pan (Wuhan, China),
Gheorghe Paun (Bucharest, Romania) — Chair, José Mangp&e (Valencia, Spain),
Gyorgy Vaszil (Budapest, Hungary), Sergey Verlan (ParranEe), Claudio Zandron
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(Milano, Italy). All papers were also read by Pierluigi Fisand Gheorghe Paun.

During the workshop two prizes: one for tixest papeand another foimportant
contributions to Membrane Computimgre awarded.

The Organizing committee consisted of Pierluigi Frisco -aighDavid Corne —
Co-Chair, and Elizabeth Bain Andrew — Secretary.

The invited papers and a selection of regular papers, inggt@according to the
discussions held in Edinburgh and additionally refereetl b published in a special
issue ofLecture Notes in Computer Science

Details about Membrane Computing can be foundrae P Sytems Webpage
http://ppage.psystems.eu and its mirrorhttp://bmc.hust.edu.cn/
psystems . The workshop web site, mainly designed by David K. W. Li asfimal
year project, ishttp://macs.hw.ac.uk/wmc9 . The logo of the workshop has
been created by Anna Stoutjesdijk.

The workshop was sponsored by: the School of MathematichlGomputer Sci-
ences at Heriot-Watt University, the Engineering and Rtalsciences Research Coun-
cil (EPSRC), the International Journal on Natural Compmt@xford University Press,
and the Scottish Bioinformatics Forum. Sponsors are listew particular order.

The editors warmly thank all who contribute to making WMCQaceess, the orga-

nizing and programme committee, the invited speakers, tileoas of the papers, the
lecturers, the reviewers, and all the participants.

Pierluigi Frisco
David Corne
Gheorghe Paun

Editors
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From computing to modelling with
membrane systems: a critical view

Daniela Besozzi

Universita degli Studi di Milano, Dipartimento di Inforrtiea e Comunicazione,
Via Comelico 39, 20135 Milano, Italy
besozzi@dico.unimi.it

Extended abstract

Membrane systems were introduced in 1998 as distributed]lpband nondeter-
ministic computing models, inspired by the compartmengalistructure of eukaryotic
cells and by the flow of solutes and biochemical reactionsethd20]. These cellu-
lar elements are formally represented in the standard d¢iefinof membrane systems,
where multisets of objects, distributed inside separagi®re, can be modified and com-
municated between adjacent compartments. In partichlamtchitecture of the cell is
represented by a set of hierarchically embedded regiowh, @ae delimited by a sur-
rounding boundary (called membrane), and all containddénen external main region
(called the skin membrane). Inside each region, a multisebgects and a set of evo-
lution rules can be placed. Objects represent the formahtespart of the molecular
species floating inside cellular compartments (i.e. ionstgins, etc.), and they are de-
scribed by means of symbols or strings over a given alph&weliution rules represent
the formal counterpart of chemical reactions, and are ginethe form of rewriting
rules, which can operate on the objects (by modifying or mgthem between adja-
cent regions), as well as on the compartmentalized stre¢hyr dissolving, creating or
dividing membranes).

With these basic components, a membrane system can perdonputations, in the
following way. Starting from an initial configuration, whids defined by the multiset
of objects initially placed inside the compartmentalizédicture, and by the sets of
evolution rules, the system evolves according to an estaddi strategy that guides the
application of rules. Usually, a unique clock is assumeddatlihe time steps for the
whole system, in such a way that all regions proceed in a sgnéted fashion (that
is, the application of rules is carried out simultaneouskide all regions). In the ba-
sic class of membrane systems, evolution rules are appli@drniondeterministic and
maximally parallel manner (we remark here that a rewritinlg is applicable when all
the objects that appear in its left-hand side are availabléhe current time step, in-
side the region where the rule is placed). The maximal pelisdh of rule application
simply means that every rule that is applicable inside aoredias to be applied in that
region. Stated otherwise, the maximal parallelism asdinasall the objects thatould
be modified (rewritten, deleted or communicated to an adjamgion) by some rule,
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areactually modified by that rule — in this sense, the paralteli rules application also
determines the maximal consumption of all (modifiable) ot§eHowever, it might be
the case that several rules compete for the same objectthenmedare no enough copies
of such objects to guarantee that all rules will be actuafiplied. In this situation,
the nondeterminism comes into play: the applied rules aréamly chosen among the
set of applicable rules, inside each region. As a consegydrycnondeterministically
choosing different sets of rules, different evolutionstad system can be generated. So
doing, starting from a fixed initial setting, a tree of comgiidns is obtained. A com-
putation with a membrane system is thus defined as a sequétreasitions between
successive configurations, each (possibly) differing ftbmprevious one with respect
to the type or number of objects that occur in the regions,tarttie regions structure
possibly modified by the rules. The result of halting compate — that is, finite se-
guences of transitions that end in a configuration where leistapplicable further on
—is usually read in the form of a set of objects, collectedrduthe computation in
a specified region (or expelled through the skin membraneg © the nondetermin-
istic nature of the system, the outputs of the system arendgiyeall possible halting
evolutions which can be reached from the initial configunati

Inten years of research from the seminal paper by Gheorgte,Réveral classes of
membrane systems have been defined by taking inspirationdifberent aspects of liv-
ing cells (e.g., membrane charge, symport and antipodasmmunication through
membranes, catalytic objects, etc.), differentiated sygfecells (e.g., neurons) or mul-
ticellular tissues. The computing power and efficiency efsenclasses have been exten-
sively investigated via standard approaches in the arearofdl languages, grammars
and complexity thoeries.

Since it is not within the scope of this work to go into more thepith respect
to the computing aspects of membrane systems, but ratherctes fon their adop-
tion as a modelling paradigm for biological systems, we glsp any further detalil
about computational issues for the time. We refer indeeddhder to [21] and to the
up-to-date bibliography of membrane systems that can bedf@ the web address
http://ppage.psystems.eu.

In the very last years, by taking advantage of the biolofjiégaspired aspects of the
underlying structure and formalism, membrane systems hBbaebeen considered for
the modelling of biological systems, and for the invesiigabf their dynamical prop-
erties by means of properly defined simulators. Severaliggmns have reported the
potentialities of membrane systems for the descriptionaitiral systems at different
degrees of complexity. Just to mention a few, these appicarange from chemical
and cellular processes, where molecule interactions R2%2)] or the functioning of
specific cell components [1, 6] are modelled, to broadernahtystems where inter-
cellular communication mechanisms [2, 32, 22] or intergggedynamics in ecological
systems [4,5, 14] are considered.

Indeed, any model of a biological or chemical system mimigshgsical reality
by adopting a certain level of abstraction, by assuming Hygsis, and by considering
some established principles for the description of the dyinal evolution of the sys-
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tem. As for other standard modelling paradigms (see, €.g,3f]), different approaches
have been considered within the field of membrane systentiseifollowing we briefly
recall only the stochastic-based strategies that drivesyiseem evolution (that is, the
application of rules and the handling of objects and regioie refer to [8, 9], and ref-
erences therein, for the development of a deterministsetatrategy. As a preliminary
step, we mention here some of the advantages and limits otmzera systems in their
application to biological systems, and we defer to a forthicg extension of this work
for a thorough discussion of these description-relatedesotlution-related issues.

The most attractive features of membrane systems can beedkeiri some pecu-
liar aspects: the distributed membrane structure, whildwalto delimit distinct spatial
places (where different rules can take place and operatelocal objects); the rewrit-
ing form of rules, which provides a good understandabilitybe description of the
system; the possibility to communicate objects among regiwhich grants the flow of
information from a local level to the global level of the st the parallelism at the
level of regions, which gives the strong capability to kesyek of the global function-
ing of the system, and so on. On the other side, some aspectesrobrane systems —
albeit being powerful features from a computational pectipe — are not adequate for
a proper description of many biological systems. For instathe maximal parallelism
at the level of rules or of objects consumption is surely ifelike; the nondeterministic
selection of rules indeed homogenizes the physical worlerejractually, the events are
not so uniformly accidental; the merely topological plaeatof regions cannot always
catch the distribution of space, since also physical dinogisor the spatial coordinates
with respect to a reference system matter, and so on.

Some possible solutions have been proposed in membrarggrsystodels to cope
with these limits. Concerning the description-relatedeaspfor instance, in [4] it was
outlined how the topology of membrane structure is not ehaotiagcapture the “geo-
graphical” distribution of fragmented habitats where noetamunity populations live
(the topological membrane structure was there transforimecda weighted graph-like
structure, where node attributes were also used to desbelregion dimensions), while
in [7] it was proposed a parametric bidimensional skeletboansider the distribution
and movement of (trans)membrane protein populations onegrabrane surface.

Another matter is concerned with the evolution-relate@faln this case, finding the
most appropriate way to generate and simulate the correetrdics of a natural system
is generally far from being an easy question. In membrantesys applications, the
main features that have been disputed about this problethamaximal parallel rule
application and the nondeterminism, as well as the associaatter of time. Several
strategies have been adopted: in [24, 25], for instanceevbkuition strategy consists
in assigning to each rule a probability value — combinatlyriefined according to the
current multiset of objects and to left-hand side of the rlghich dynamically change
from step to step. Probabilities are then used to assigretstie rules and, so doing, the
selection of the rules that will be actually applied becomégyated with respect to the
purely randomized manner of membrane systems. All regibes evolve in parallel,
and get synchronized for the communication of objects atttteof each constant-time
step. Yet, the consumption of objects remains maximal vhith $trategy. To solve this
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unwanted drawback, in [4] specific rewriting rules, calledterules, were introduced to
the aim of arbitrarily reducing the maximal number of modifibjects. Another strat-
egy have been considered in [22], where the authors proposetansion of Gillespie’s
stochastic algorithm — a simulation procedure for well mlixgingle-volumed reaction
systems [15] — in order to deal with compartmentalized systeHere, the probability
associated to each rule is used to evaluate the rule’s ‘vgdiitme”, and then only those
rules that have the same minimal waiting times (if more thaa exists) with respect to
all other rules are applied, but only one rule inside eaclores allowed to take place.
In this case, steps do not have a constant time unit, but dsstauch as the waiting
time of the applied rule. Obviously, with this strategy,asilbelonging to different re-
gions that have distinct waiting times cannot be appliedarajel, otherwise it would
not be possible both to define a unique time line for the whydéesn, and to correctly
handle the communication of objects between regions. kigbinse, the evolution of
the system resembles more a sequential rather than paradikition mode, thus los-
ing a global view on the system. This problem does not arisghe contrary, when
using the strategy proposed in [12] (see also [3] for a colmmeive description of this
approach), which extends the stochastieaping algorithm given in [10]. The func-
tioning of this system, called-DPP, provides that all regions proceed simultaneously,
more than one rule can be applied inside each region, the carcation of objects can
be handled in a straightforward way, and there exists a ¢itoha stream for the whole
system. Therefore, the accuracy and efficiency-tdaping algorithm is integrated with,
and takes advantage of, the most powerful features of memalagstems. Finally, yet
another stochastic strategy has been introduced in [11teyty closely resembling
Gillespie’s algorithm, the membrane structure and thewgiah rules are transformed
in such a way that the whole system reduces to a single regiogre just one rule at a
time can be applied.

The majority of applications of membrane systems for biadabsystems concerned
modelling aspects and simulation approaches, but relafiees research has been ded-
icated so far to develop theories and tools to performathalysisof the system, or to
test the effectiveness and goodness of the proposed modesk®ich hereby two ap-
proaches that already appeared in this direction, and tleepaint out two other issues
that are still missing in the membrane systems area, buthwdrie surely of fundamen-
tal importance to advocate that this new modelling framévi®strong enough as other
modelling paradigms.

As a general procedure, in order to investigate the dynaafiesmodelled system,
one set of initial conditions is fixed at a time, and the evoluf the system is then
simulated. This process can then be repeated for any otloéeecbf initial setting —
especially for testing several conditions that can inteeven the system behaviour —
which seem to be plausible or interesting from a biologicdah@omputational point
of view. The whole study can thus be time consuming, and thaestive sampling of
too many conditions might become impractical. Moreoverewltochastic simulation
frameworks are used, yet another difficulty arises: whekitogpfor dynamical proper-
ties, itis not immediate to partition the system’s phasesgpahomogeneous subspaces
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which exhibits the same behavior. The first approach to @mrascthese drawbacks has
been developed in [23]: it is a simulation tool that simuétansly generates the evolu-
tions (inside single regions of a membrane system) for ainess#t of initial conditions,
hence allowing to quickly predict the behavior of the regiorder investigation. The
tool is based on the construction of a grid, whose verticesespond to different initial
multisets of objects that can be placed inside a fixed regitich is then used to de-
fine a vector field over the phase space of that region. Th@reld represents all the
single-time step evolutions of the grid multisets, and carekploited to characterize
the stochastic nature of the system by identifying dynahgioants (stable or unstable
points) or the local behavior of the region (quasi-periazfiperiodic orbits).

On the other side, in some cases performing simulations p$t&$ is not suitable,
for instance when a high computational burden is requiredylten we are interested
in revealing dynamical properties of the system withoutihgan appropriate knowl-
edge on the initial conditions that might generate thoseadyns. In these cases, if it
is plausible to assume that most of the information of theesgscan be stored in a
stoichiometric matrix, then the system can be represenjetidans of an equivalent
mathematical (linear) system. So doing, it is possible fol@kwell established theo-
ries to extract, from the stoichiometric matrix, the infation about the topology of the
system’s phase space. This approach has been adopted intj&#83, in the context of
Markov chains theory, the phase space of (sequential) memelsystems can be par-
titioned into sets of configuration states, which allow toagnize dynamical patterns
without performing simulations. In particular, a set of i@l communicating classes
(or cycles) that “generate” the phase space is derived, legid mutual reachability is
studied.

Despite the existence of these two approaches, a thoroegtmtent able to cope
with the analysis of dynamical properties of generic membrsystems (with many re-
gions, different communication mechanisms, stochastituéwon strategies, etc.) is still
to be fully developed. Besides, what is still missing in meane systems are operable
and effective tools which can handle the lack of quantieathata, and the presence of
uncertainties in the current knowledge of biological sysgelt is well known that in
theoretical or simulation-based studies of biologicateyss, several factors — such as
species concentrations or molecule copy numbers, bindingtants, transcription and
translation rates, etc. — represent a quantitative, irtispble information for a proper
investigation of the system dynamics. Most of the times, dkperimental values of
these factors are not available or else ambiguous, sincgimgiout their measurements
in vivo or in vitro, at the microscopic levels, can be tangling or impossiblg.[Eor
instance, the cellular components involved in transaiptnd translation mechanisms
cannot be isolated and studied separately from the cell,naacly other small-scale
processes are accessible only througlsitu fluorescence methods (that is, imaging
methods of proteins tagged with fluorescent markers). Ttledthese information, or
the inaccuracy about the available data, have a directtadfethe computational study
of biological systems: they result in the challenging pesblof assigning biologically
plausible values to all the variables defined within a model.

In some cases, the values of some parameters of a system eatirbated fronin
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vitro experiments at the macroscopic level (e.qg., by fitting theeayics derived through
equations of mass-action law against the concentratioresuhat result from these ex-
periments), or by assuming more or less strict analogids etlier processes or organ-
isms for which more data and knowledge are available. In iggnenyway, modellists
have to handle the presence of uncertainties at variouks|eviich are not limited only
to the numerical values associated to molecular speciescarehction kinetics, but
can also pertain to the structure of the system (i.e., toalewbich components are the
most significant, and how they do interact each other). Hatindeal with this gen-
eral scarcity of knowledge, it results very hard to debatetlie “validity” of a model
built for a biological system, and indeed it would be morerappiate to propose the
model as a corroboration (or a falsification) of the buildescription of the reality that
it provides.

For this purpose, two parallel and complementary appraachea be undertaken.
On the one hand, several optimization techniques can betasedlibrate” the model,
that is, to find out the unknown parameter values which alloweproduce the ex-
pected biological dynamics in the best possible way. Tharpater estimation methods
usually attack this calibration problem by minimizing a thmction (i.e., a distance
measure) which defines how good is the fitting of the predigtddes with respect to
the experimentally measured values of the same factorsitbrespect to the expected
biological behaviour of the system (we refer the interesezdler to [27, 28, 33, 18] for
some applications in Systems Biology of parameter estonatiethods). On the other
hand, sensitivity analysis techniques (see [30, 31] anefeates therein) can help in
understanding how much the uncertainty in the model outcisnuetermined by the
uncertainties, or by the variations, of the model factomr{ponents, reactions and re-
spective parameters). Moreover, the analysis of sertg#vdf the model output can also
reveal which input factors bring about the most strikingeet on the system behaviour,
and can thus be assumed to be good control points of the sylstieamics. Tradition-
ally, sensitivity analysis has been diffusely applied ttedministic continuous models,
by means of (derivative-based) local or global methodsdgihatheories and tools for
parametric sensitivity of discrete stochastic systemgmagently been defined [26, 16].
Taking advantage of these usable theories, it would besamivenient to develop
similar analysis methodologies within the field of membrapstems, especially when
they are used for the investigation of biological systems.
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Modelling intracellular biochemical networks presentstigalar challenges
connected with the need to reconcile the difficulty of olitagnexperimental
data with the requirements of providing information at aelesf detail which
will be useful for biochemists. Such models should be ableoth explain and
predict behaviour, and | will illustrate this with researafdertaken in Glasgow
in the area of intracellular signalling pathways. Moreowesdelling is a key
component in the emerging discipline of Synthetic Biologwhich the activity
of design as well as analysis is of prime importance. | witladiss a framework
for modelling and analysing biochemical networks whichfiesiqualitative and
quantitative approaches, and show how it has been appligetinontext of a
Synthetic Biology project. | will also describe a very fasbdel checker that
has been developed at Glasgow which can be applied to biochlesystems
and discuss how it can be used to drive the design of suchnsyste
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In order to study the growth and development of cellulareyst one needs a
formalism in which on can combine the biophysical propertécells with the
modulation of these properties by gene regulatory procedseill argue that
the multisclale CA formalism now known as the Cellular Pdftsdel (CPM)
provides a simple yet basically sound representation obdical cell, which
can be interfaced with gene regulatory processes. It reptes cell as highly
deformable object which takes its shape from internal atereal forces acting
upon it. | will demonstrate how within this formalism complrge scale mor-
phodynamic processes can result from local regulation lbfared in particular
membrane, properties. | will explain morphogenetic medras which tend to
evolve in such systems.

1 Introduction

Biological development, in particular morphogenesis,rigpee-eminent example of a
process which bridges mutiple levels of organization.

For modeling these processes we need a multilevel modedimgaflism which allows
us to incorporate the following premisses.

Target morhogenesis ss (not only pattern formation)

Use cells as basic unit (growth, division, movement, ...)

Cell is NOT point, bead, homunculus, but deformable highégous objects
Genes act through cells 'with a dynamics of their own”

Moreover, although biological systems are highly compteshould allow is to formu-
late models which are “simple enough but not too simple” cisEin).

For these requirements a simple but basically correct sgmtation of a cell is essential.
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Fig. 3.1 representation of biological cells in CPM

Some material properties of biological cells

Properties of cells as material objects which distingusgshem from often used simpli-
fied representations are:

Biological cells are highly dissipative systems:
Viscosity dominates inertia

o forces acting on cells can best be described in Aristotetgime( F — V )

resistance to shape-changes intrinsic to CékId)

e very fast redistribution of intracellular pressure thrbug

3

osmotic pressure balancelue to water flow across membrarmxp. shown in Parame-
cium by Iwamoto et al 2005)

Compressibility under mechanical forcexp shown by e.g. Tricky et al 2006: they
measure a Poisson ratio of .36 in chondrocytes. Volume t@mnig upto 20% have
been observed by Iwamoto et al 2005

'Spontaneous’ membrane fluctuations driven by cytoskeleto

when inhibited adhesion driven cell sorting is reduced (Mawh et al 1995)
Cortical tension, and regulation thereof can modify cell shape (see revieaulte
and Lenne, 2007)

Modeling the generic properties of biological cells

A simple model which incorporates these properties is theated “Cellular Potts
model (CPM)” (Glazier & Graner 1993, Graner and Glazier 19913 a 2 scale cellular
automata-like model. The model formulation involves tweriirsic scales, the micro
scale on which the dynamics takes place (the CA scale) argt#ie of the represented
biological cell(s), whose (dynamic) properties impactlaitnicro-scale dynamics. This
is realized as follows:

The cells are mapped to the cellular automaton as a set afjcais grid cells with
identical state (see fig 1)
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Fig. 4.2 size differences may lead to movement “against the flow"Kéfer et al 2006)

e Cells have an actual volume v and target volume V (in numbenddls), possibly a
membrane-size m and M, a typdand .....)
Between cells: free energy bong; where i and j are the types of the cells
dynamicsFree energy minimization with volume, membrane conseovati

H:Z%+2Jim+/\(v—v)2+a((m—M)2

whereJ; ; represent surface energy between cells (&ndh that between a cell and
the medium).
e Copy state of neighboring cell with probability:

P_o;=1 iff AH<-Y

Pisj=e BT iff AH > Y
where Y represents the energy expenditure of deformatiefd)Y

This energy based model automatically integrates multgaal forces on the cell. By
measuring the deformation of cells these forces can be zadly

4 From cells to tissue level dynamics

Such a representation of a cell can generate a rich varietisgie level dynamical
properties which include:

cell sorting by differential adhesion

Individual cells 'wiggle’ through cell mass

Individual cells can 'move against the flow’

e.g. by being smaller/larger; being in the minority or adbesKafer, Hogeweg &
Marée 2006
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5 Interfacing generic and informatic properties of cells

Important as the generic properties of biological cells #ney do not fully describe
a biological cell. Cells are pre-ementenly informatiorhridynamical entities, which
change there properties continuously, based on intralaebund extra cellular signals.
Thus to fully describe a cell, one needs to interface the mueichl properties with the
intra cellular gene regulation dynamics.

Such an interface is easily achieved in the CPM formalisroabse, although the basic
dynamics is on the subcellular level, the cell exist as aityeint the model definition.
The state of the dynamics of the intracellular dynamics eambpped to the properties
of the cell, e.g. its target volume (V), its cell surface peages (affecting/; ;s) etc. By
affecting the target volume (V) rather than the actual va(ir) the cell based dynamics
co-determines if and how this state change will indeed caamg cell volume. Likewise
by changing surface receptors, the effect thereof will delmn the expressed receptors
of neighboring cells.

Below is a list of potential ways in which the generic propestof the cells as defined
above can be modified my informatic processes within the teflether with some
references to studies which have used this type of interfgci

e Cell differentiation
e.g. governed by gene regulation networks Hogeweg 2000a,b
leading to (Jij— > J};)
production of morphogens
changesin Y,V,M

e Induced growth (V++)

e cell division 0;— > 0+ 0j

e Squeeze induced Apoptosis Chen etal 1997 X small)

e Stretch induced growth Chenetal 1997if v >V +7:V + 4)

e intra and inter cellular reaction/diffusion systems .  Savill and Hogeweg 1997
. Marée & Hogeweg 2001

e Chemotaxis (AH = AH + grad)

e Polarity: Persistent, adjustable directional motion Beltman et al 2007

e explicit intracellular cytoskelon dynamics Marée et al 2006

e particle based modeling of intracellular reaction dynanic Hogeweg & Takeuchi

2003

In this way a great variety of developmental processes difglat many space and
timescales can be studied by relatively simple models. kamgle the entire life cycle
the slime moldDictyostelium discoideunwhich includes a single cell stage, a crawling
multicellular slug which orients itself toward light andtperature, and finally settles
down and metamorphoses to a fruiting body has been modelbdsinay (Savill and
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Hogeweg 1997, Marée and Hogeweg 1999, 2001). Anotheresiieg example is the

elucidation of the mechanism of the growth of plant rootspamticular Arabidopsis

It was shown (Grieneisen et al 2007) that the localizatioauwface receptors (PIN's)
which pump auxin out of the cell, explains the formation ofaarxin maximum near

the tip of the root in a matter of seconds. Through this maxmand the resulting

auxin gradients the cell division and elongation is reqaddéading to the characteristic
root growth and morphological changes over a time periodedks. The shape of the
cells turns out to be very essential for understanding threenotrations of auxin, and
therewith the regulation of growth in the various regiongta# root (Grieneisen et al
in prep). Notwithstanding the relative simplicity of the d®, the predictions derived
from the in silico root have been successfully tested in &z plant

6 From cells to (evolved) mechanisms of morphogenesis

Not only do we want to understand the developmental mecirenis particular extant
organisms, but we also want to gain insight in generic meishasof morphogenesis
as a result of the interface between mechanical properfiesls and the gene reg-
ulation. To this end yet an other timescale can be added tontgel, i.e. the evolu-
tionary timescale. Hogeweg (2000a,b) studied the morpheiie mechanisms which
emerged in a population of “critters” which developed fromirgle zygote to a multi-
color clump of cells. The cells contained an initially ramalgene regulation network,
which changed its structure over time by mutations, Thecsiele criterion used was
cell differentiation By using this criterion, rather than morphogenesis itaslfor the
selection, “generic” morphogenetic mechanisms could mwered, i.e. those which
emerged as side effect of cell differentiation.

Examples of the development of so evolved “critteres” arenshin fig 3. Thus, al-
though the basic CPM formalism is an energy minimizatiomfalism, which therefore
tends to lead to “blobs” of cells, the interface with the dyres of cell differentiation
can lead to interesting morphologies. This is because thditferent ion process keeps
the system out of equilibrium. The, by this model, uncoveregthanisms of morpho-
genesis resemble those described in multicolor organisatk plants and animals. One
interesting mechanism is “convergent extension” in whiwh polarization and elonga-
tion of cells in one direction, leads to tissue growth in tlirection perpendicular to it
(see fig 4).

7 Conclusions

Previous models of morphogenesis have often confined tHeesse pattern formation
(e.g. Turing patters) (e.g. Meinhardt anf Gierer 2000) pquuirely informatic models of
cells whose interactions are solely based on ancestryrrdtha on a dynamic neigh-
bourhood of other cells (e.g. L systems) (Lindenmayer 1888jeweg & Hesper 1974,
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Fig. 6.3 evolution for cell differentiation leads to morphogengsidogeweg 2000a,b)

IR LI L
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Fig. 6.4 convergent extension in bipolar cells (cf Zajac et al 2008géiveg unpublished)

P. Prusinkiewicz and A. Lindenmayer 1990) The modeling falism described here

goes an important step beyond those approaches by comlgemgyic (mechanical)

properties of cells with informatic properties. This all®ws to study morphogenesis in
the strict sense: the generation of macroscopic shapessinboellular processes. In the
words of Segel(2001), referring to theictyosteliummodel, it allows us “to compute

an organism”.

We find in the variety of models studied that mesoscopic dasan of cell is essential,
and that morphogenesis is a sustained out of equilibriuroge®through the interaction
of processes at multiple space and time scales.
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Based on the development of new experimental techniqueslyrienaging
techniques like FRAP and FRET, cellular transport and reagirocesses can
be better understood than ever before. Cell biology in gdraffers a whole
range of such important applications (in the end all lifeefggs on this com-
plex machinery) which are challenging for mathematical eliody and the per-
formance of existing numerical algorithms. Inside the ceimbrane systems
like the ones involved in the secretory pathway are esggémportant and can
be used to understand the state-of-the-art of modelingiamdation in a wider
area to much advantage.

One specific property of cellular structures are their caogpéd geometry, here
just called 'Complex Domains’. The complexity of these gkt domains can
now be measured much more accurately with the help of modeaging and
image analysis techniques. It is tempting to combine metffimun image anal-
ysis and numerical simulations in order to get a better wtdading how dif-
ferent molecules, small to large (ions to protein complgxéstribute and react
inside the cell. Moreover such geometries are typicallyriptex’ on every rel-
evant scale. This makes their representation in a simualdyipically difficult,
and one must use adequate approximations. This need fagwwgmicely ex-
plains why (in this case spatial) scales are important (ang al modeling is
relative to a chosen scale), and therefore scale is perlmepsbst important
notion in this area, even before considering the apprapicabice of either a
discrete or continuous state space to represent the diffecenponents of the
system.

The same is true for the second part of the problem, the aétmstly bind-
ing) of macro-molecules with each other or other bindingmpens. This process
creates events at which the system state changes, and tiatregeds to be
represented relative to a chosen temporal scale in the n{addlfinally the
simulation). We discuss this with the help of birth-deatbgasses and the dy-
namics of Markov chains, and describe the dynamics of ionméla in a typical
membrane with the help of multi-scale analysis.
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Cellular systems present a highly complex organisationifigrent scales in-
cluding the molecular, cellular and colony levels. The ctexrity at each one
of these levels is tighly interrelated to each other. Irdéige systems biology
aims to obtain a deeper understanding of cellular system®edysing on the
systemic integration of the different levels of organisatin cellular systems.
The different approaches in celluar modelling within syséeébiology have been
classified into mathematical and computational framewo8¢ecifically, the
methodology to develop computational models has been tigoealled exe-
cutable biology since it produces executable algorithmesghcomputations
resemble the evolution of cellular systems.

In this work we present P systems as a multiscale modellengpémwork within
executable biology. P system models explicitly specify riaecular, cellular
and colony levels in cellular systems in a relevant and stdadable man-
ner. Molecular species and their structure are represdayteijects or strings,
compartmentalisation is described using membrane stegand finally cellu-
lar colonies and tissues are modelled as a collection ofdoteg individual P
systems. The interactions between the components of @aeByktems are de-
scribed using rewriting rules. These rules can in turn beigea together into
modules to characterise specific cellular processes.

One of our current research lines focuses on the design béygstems biol-
ogy models exhibiting a prefixed behaviour by assemblingraatically these
cellular modules. Our approach is equally applicable toesys as well as syn-
thetic biology.
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From a behavioural point of view many systems encounteredture are based
on interactions between a number (usually a huge number € Iprocesses.
Often such interactions are based on two main mechanisroiitefion and
inhibition. For example, this point of view is well suitedrfoonsidering sys-
tems of biochemical reactions, where individual reactimfisience each other
through facilitation/acceleration and inhibition/retation.

In our talk we discuss reaction systems which constituteradb framework
for specifying, modeling, and analyzing the kind of systemasined above.

In particular we will discuss the basic axioms (assumpdighat hold for a
great number of biochemical reactions, and therefore Uied®e formal setup
for reaction systems. We point out that these axioms are glifterent (often
orthogonal) to the underlying axioms of traditional/tygienodels considered
in theoretical computer science.

We will present a number of formal properties of reactiontsys as well as
a number of research topics/areas, such as modularity amdlircing time in
reaction systems. The talk is self-contained; in particela do not require any
specific knowledge of basic properties of biochemical rieast
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We study computational properties of conformon P-systeansextension of
P-systems in which symbol objects are labelled by theirantramount of en-
ergy. We focus here our attention to decision problems lgachability and
coverability of a configuration and give positive and negatesults for the full
model and for some of its fragments. Furthermore, we ingagti the relation
between conformon P-systems and other concurrency madkielsdsted Petri
netsandconstrained multiset rewriting systems

1 Introduction

P-systems [10] are a basic model of the living cell defined tsgtaof hierarchically

organized membranes and by rules that dynamically dig&ilelementary objects in
the component membranes. Conformon P-Systems [5] are anséah of P-systems in
which symbol objects (conformons) are labelled with theirent amount of energy. In
a conformon P-system membranes are organized into a dirgcaph. Furthermore, a
symbol object is a pair name-value, where name ranges oveea glphabet, and value
is a natural number. The value associated to a conformoneegite current amount of
energy. Conformon P-systems provide rules for the exchafgmergy from a con-

formon to another and for passing through membranes. Pasaées are conditioned
by predicates defined over the values of conformons. In [B§cBrand Corne applied
conformon P-systems to model the dynamics of HIV infectidoncerning the expres-
sive power of conformon P-systems, in [5] Frisco has shovan e model is Turing

equivalent even without the use of priority or maximal pkaigdm.
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In this paper we investigate restricted fragments of canfor P-systems for which de-
cision problems related to verification of qualitative pedjies are decidable. We focus
our attention to verification of safety properties and deciproblems like coverability
of a configuration [1]. The fragment we consider put someriggins on the form of
predicates used as conditions of passage rules. Namelynlyeadmit passage rules

with lower bound constraints on the amount of energy as ¢immdi (i.e.p(z) def >c
for ¢ € N). The resulting fragment, we will refer to asstricted conformon P-systems
is still interesting as a model of natural processes. Ind@edcan use it to specify sys-
tems in which conformons pass through a membrane when a gimeant of energy is
reached.

For restricted conformon P-systems, we apply the methaya6[1] to define an algo-
rithm to decide the coverability problem. This algorithnrieems a backward reacha-
bility analysis through the state space of a system. Sinoaiimodel the set of config-
urations is infinite, the analysis is made symbolic in ordefirtitely represent infinite
sets of configurations. For this purpose, we use the theowetifquasi orderingsand
its application to verification of concurrent systems [1].

In the paper we also investigate the relation between {cést) conformon P-systems
and other models used in concurrency like Petri nets [1BtatePetri nets [8], and con-
strained multiset rewriting systems (CMRS) [2]. Specificale show that conformon
P-systems are a special class of nested Petri nets, anidtezs®-systems are a special
class of CMRS. This comparison gives us indirect proofs &midability of coverability

in restricted conformon P-systems that follows from theulissobtained for nested nets
and CMRS in[9, 2].

To our knowledge, this is the first work devoted to the analg$iproblems like cover-
ability for conformon P-systems, and to the comparison efdhme models with other
concurrency models like nested Petri nets and CMRS.

Plan of the paper In Section 2 we introduce the conformon P-systems model. In
Section 3 we study decision problems like reachability aodecability. In Section 4
we compare conformon P-systems with nested Petri nets arRISCIHinally, in Section

5 we discuss related work and address some conclusions.

2 Conformon P-systems

Let V' be afinite alphabet and the set of natural numbers.@nformoris an element
of V xNy whereN, = NU{0}, denoted byX, z|. We will refer to X as thenameof the
conformon X, z] and tox as itsvalue In the rest of the paper we work with multisets of
conformons. We uséay, .. ., a, } to indicate a multiset with elements, . . ., a,,, and
symbolsd andS to indicate resp. multiset union and difference. We @gseto denote
the set of conformons defined over alphaldet
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Conformons are situated inside a finite set of membranesgions. Let N be the
set of membrane names. @nfigurationy is a tuple (indexed omV) of multisets of
conformons. For simplicity we often assume that membrarees@mbered from ton
and that configurations are tuplégl, . . ., &,) whereg; is a multiset of conformons in
Cy.

The dynamic behavior of conformons is described via a setilefsrof the following
form:

e A creationrule has the form%A, whered € V, e € Ny, andm € N and defines
the creation of a conformdu, ¢] inside membrane:. A creation rule for confor-
mon|[A, e] in membranen corresponds to a conformdA, e] with cardinalityw
in [5]. The use of creation rules allows us to obtain a bettengarison with other
Petri net models as discussed later in the paper.

e Aninternalrule has the form%B, whereA, B € V,e € N, m € N and defines
the passage of a quantiyof energy from a conformon of typé to one of typeB
inside membranea.

e A passageule has the formm<sn wherem,n € N andp(x) is a monadic pred-
icate of one of the following forms = a, x > a, x < bfora € Ny andb € N.
With this rule, a conformonX, z] insidem can move to membraneif p(z) is
satisfied by the current value o&f.

As in tissue P-systems, the underlying structure of mendsas here a finite graph
whose nodes are the membranesvirand edges are defined by passage rules. We are
ready now for a formal definition of conformon P-systems.

Definition 1. (Conformon P-system) A basic conformon P-system of degree> 1

with unbounded value&P-system for short) is a tuplé = (V, N, R, o), V' is a finite

set of conformon name3g/ is a finite set of membranes names (we assume that each
membrane has a distinct namé),is a set of rulesy, is an initial configuration.

Given a configuratiom, we say that an internal rule= A%B is enabled at: if there
exist a conformoriA, z] € p(m) and a conformonB, y| € w(m) such thate > e;
we say in this case thatoperates on conformond, ] and[B, y] in u. A passage rule

r = m<sn is enabled at if there exists a conformo, =] € p(m) such thap(z) is
satisfied; we say here thabperates on conformdml, «] in ;.. Notice that creation rules
are always enabled. The evolution of a conformon P-sy$iesdefined via a transition
relation=- defined on configurations as follows. A configuratipmay evolve tou/,
written u = 1/, if one of the following conditions is satisfied:

e There exists arule = A%B in R which is enabled in. and operates on confor-
mons[A4, z] and|[B, y], and the following conditions are satisfied:

* p/(m) = (u(m) © {[A, 2], [B,y]}) @ {[A, z — €], [B,y + ] };
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x ' (n) = p(n) foranyn # m.

e There exists a rule = m<»n in R which is enabled in: and operates on confor-
mon|[A, z] (i.e. p(z) is true) and the following conditions are satisfied:

g/ (m) = p(m) © {[A, 2]}
w p'(n) = p(n) ® A, x]};
* ' (p) = p(p) foranyp # m,n.
e There exists arule = %A in R and the following conditions are satisfied:
« p'(m) = p(m) & {[A ]}
* p'(p) = p(p) foranyp # m.

In the rest of the paper we use* to indicate the reflexive and transitive closure of the
transition relation=-. Furthermore, we say thatevolves intoy’ if © =* 4/, i.e., there
exists a finite sequence of configurations. .., u, such thay = 1 = ... = p, =

u'. Furthermore, given a set of configuratio$isthe set of successor configurations is
defined as

def

Post(S) = {i/ | p=p', p€ S}

and the set of predecessor configurations is defined as
Pre(S) = {i/ | p = p, p € S}

Notice that the transition relatios- defines an interleaving semantics focRr-system
I1, i.e., only a single rule among those enabled can be firedcat@ablution step ofI.
This semantics is slightly different from the original setties in [5] where an arbitrary
subset of all enable rules can be fired at each evolution Ktepimportant to remark
however that the two semantics are equivalent with respetie kind of qualitative
properties (reachability problems) we consider in thisgrap

As an example, consider the®-system with two membranes,; andm, and N =
{A, B,C}, and with the rules A, A B, andm,<»m, wherep(x) is defined by

the equalityz = 3. In this model the configuration = ({[B,0]},?) may evolve as
follows:

¢ = ({[A4,1],[B,01},0) = ({[A,1], [A, 1], [B, 0] },0) =

(f[4,1], [A,1], [A,1], [B, 01}, 0) = ({[A, 1], [A, 1], [A, 0], [B, 1]}, 0) =
(f[A,1], [A,0], [A,0], [B, 21}, 0) = ({[A, 0], [4,0],[4,0],[B, 3]}, 0) =
({14, 0], [4, 0], [A, O]}, {B, 3]})

Finally, notice that both our semantics and Frisco’s seioaim [5] do not require all
enabled rules to be fired simultaneously as in the semanti€ssystems (maximal
parallelism). In general, maximal parallelism and intavieg semantics may lead to
models with different computational power.
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3 Qualitative analysis of cP-systems

In [5] Frisco introduced the class oP-systems wittbounded values which the only

type of admitted creation rules have the fo%ﬂ, i.e., the only type of conformons
for which there is no upper bound on the number of occurreircesachable config-
urations (finite but unbounded multiplicity) are of the fofa, 0]. In cP-system with
bounded valuethe total amount of energy in the system is always constdmis;Twith
this restriction, the only dimension of infiniteness of tkegs-space is the number of oc-
currences of conformons. This kind of restricted systemgcB-systems with bounded
values, can be represented as Petri nets. Thus, severalsiiig qualitative properties
like reachability and coverability of a configuration candexided for this fragment of
cP-systems.

In the full model the set of configurations reachable fromratidl one may be infinite
in two dimensions, i.e., in the number of conformons oceagin the membrane system
and in the amount of total energy exchanged in the systemd] Frr{sco has proved that
full cP-systems are a Turing equivalent model. Despite of the pofvine model, we
prove next that a basic qualitative property caltedchabilitycan be decided for full
cP-systems. Let us first define the reachability problem.

Definition 2. (Reachability problem)
The reachability problem is defined as follows: GivedPasystenil = (V, N, R, uo)
and a configuration;, doesuy =* p; hold?

The following results then hold.

Theorem 1. (Decidability of reachability for full cP-systems)
The reachability problem (w.r.t. relatios-) is decidable for angP-system.

Proof The proof is based on a reduction of reachability of confijargu; in a cP-
systemlI to reachability in a finite-state system extracted frinand x;. The reduc-
tion is based on the following key observation. For two camfégionsy andp; the
set of distinct configurations that may occur in all possible lations from p to
w1 is finite. This property is a consequence of the fact thatimateand passage rules
maintain constant the total number of conformons and the sohount of energy of a
system (sum of the values of all conformons) whereas creatiles may only increase
both parameters. Thus, the total amount of conformons ardi@fgy in configuration
11 gives us an upper bourid~ on the possible number of conformons and an upper
boundUy on their corresponding values in any evolution fram to ;;. Based on
this observation, it is simple to define a finite-state autmm&' with states inQ and
transition relationy defined by instantiating the rules iR over the elements i). As
an example, i = {A,B}, N = {m,n}, Uc = 10 andUy = 4 and R contains
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the ruler = A%B. Then, we have to consider a finite state automaton in whieh th
states are all possible configurations containing at mostlements taken from the
alphabet = {[X,n] | X € V,0 < n < 4}. The ruler generates a transition re-
lation § that put in relations two statgsand .’ iff u(m) contains a pair of elements
[A,a],[B,b] € X such thata anda + 2 satisfy the conditior2 < a,a + 2 < 4,
/j'/(m) = (u(m) © {{[A’ a]’ [B7 b]}}) D {[Av a-— 2]’ [Bv b+ 2]}} andﬂl(m/) = /j'(ml)

for all the membranes:)” # m. The finite automatos' satisfies the property that is
reachable fronu in thecP-systendl if and only if the pair(uo, 111) is in the transitive
closure ofs. The thesis then follows from the decidability of configimatreachability

in a finite-automaton. O

In order to study verification of safety properties, we needntroduce an ordering
between configurations similar to the coverability ordgrirsed for models like Petri
nets. We use here an orderingbetween configurationsg and ' such that for each
membranen, each conformon inu(m) is mapped to a distinguished conformon in
i’ (m) that has the same name and greater or equal value. Thismgddlows us to
reason about the presence of a conformon with a given namat et a given amount
of energy inside a configuration.

Example 1 Consider the configurations

H1 = ({{[A’ 2]’ [A’4]’ [373]}}7{[1475]}})
2 = ({[A,4],[4,5], [B,6], [C, 8]}, {[A, 7], [B,5]})

Thenu; C peg, sincelA, 2], [A, 4] and[B, 3] in membrand of 1 can be associated resp.
to the conformongA, 4], [A, 5] and[B, 6] in membrané. of us; furthermore[A4, 5] in
membrane of 1 can be associated to conformioh 7] in membrane of ;5. Consider
now the configurations

M3 = ({[A74]7[A75]v[B’1]}}’{[A’ 7]’[375]}})
Ha = ({[A75]7[B’6]}}’{[A’ 7]’[375]}})

Then,uy £ 14 since there is no conformon in membralniea 1.5 with nameB and value
greater or equal thad. Furthermorey; [Z 114 Since we cannot associate two different
conformons, namelyA, 2] and [A, 4] in x4, to the same conformon, namely, 5],

in 14. Finally, notice that the configuratign = ({[A, 0]}, ®) is such thay C pu; for
i:1,...,4. The configuratiom can be used to characterize the presence of a conformon
with nameA in membrand no matter of how energy it has.

The orderingZ is formally defined as follows.

Definition 3. (Ordering C) Given two configurationg and p/, 1 C p/ iff for each
m € N there exists arnjective mappingh,, from u(m) to p/(m) that satisfies the
following condition: for eachA4, ] € u(m), if hy,([A, z]) = [B,y], thenA = B and
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x < y ([A, x] is associated to a conformon with the same name and largeuatraf
energy).

A set S of configurations is saidipward closedw.r.t. C if the following condition is
satisfied: for any, € S, if p C u' theny’ € S. In other words if a configuratiop
belongs to an upward closed setthen all the configurations greater thanw.r.t. C
belong toS either.

Consider now the following decision problem.

Definition 4. (Coverability problem) The coverability problem is defined as follows:
Given acP-systenil = (V, N, R, uuo) and a configurationu, is there a configuration
e such thatuy =* ps anduy C pe?

Coverability can be viewed as a weak formaninfiguration reachabilityn which we
check whether configurations with certain constraints aarelachable from the initial
configuration. In concurrency theory, the coverability fpiem is strictly related to the
verification of safety properties. This link can naturally transferred taqualitative
propertiesof natural systems. As an example, checking if a configunatiavhich two
conformons with namel can occur in membrane during the evolution of a system
amounts to checking the coverability problem for the tacgetfiguration., defined as
pua(m) = {[A,0],[A,0]} anduz(m’) = 0 for m’ # m. The following negative result
then holds.

Proposition 1 The coverability problem is undecidable for fal-systems.

Proof The encoding of a counter machiné in cP-systems can be adapted to our for-
mulation with creation rules in a direct way: conformonshwit-cardinality are speci-
fied here by creation rules. In the encoding in [5] an execubibthe counter machine
M leading to locatiorf is simulated by the evolution of @-systenil,, that reaches

a configuration containing a conformadf 9] in a particular membrane, say. No-
tice also that the membrame cannot contain, by construction, a confornjérv] with

v > 9. Thus, coverability of the configuration wifl, 9] insidem in I, corresponds
to reachability of locatiord in M. Since location reachability is undecidable for counter
machines, coverability is undecidable f#t-systems. O

3.1 A syntactic fragments ofcP-systems In this section we show that checking
safety properties can be decided for a fragmergRetystems with a restricted form of
passage rules in which conditions are only defined by lowandaonstraints.
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Definition 5. (RestrictedcP-systems)We call restrictedthe fragment ofcP-systems
in which we forbid the use of predicates of the forrme= ¢ andx < ¢ as conditions of
passage rules.

Our main result is that, despite of the two dimension of itndéinéss, the coverability
problem is decidable for restrict@f-systems with an arbitrary number of conformons.
To prove the result we adopt the methodology proposed ini.fl],we first show that
restrictedcP-systems are monotonic w.i. We then show that is a well-quasi or-
dering. This implies that any upward closed set is represkvia a finite set of minimal
(w.r.t. ©) configurations. Thus, minimal elements can be used to fjnigpresent in-
finite (upward closed) sets of configurations. Finally, wever that, given an upward
closed setS of configurations, it is possible to compute a finite représion of the
set of predecessor configurations$fMonotonicity ensures us that such a set is still
upward closed. We compute it by operating on the minimal el@sofS only.

Lemma 1. (Monotonicity) RestrictedcP-systems are monotonic w.t, i.e., if u; =
w2 andpy C pf, then there existg), such thaty) = pb andus C b,

Proof Let iy be a configuration evolving intps, and letu; < u}. The proof is by
case analysis on the type of rules applied in the executem dlotice that the case of
creation rule is trivial. Hence, we concentrate on the twoaming cases.

Internal rule. Let us consider a single application of an internal rAIQ;B operating
on conformonsA, ] and[B, y] in membranen. Since the rule is enabled we have that
x > e. Furthermore, the application of the rule modifies the valitbe two conformons
as follows:[A, x — e] and[B, y + €].

Sincep; C ) and by definition ofZ, we have that there exist conformduf «’] and
[B, '] in membranen of ) such thatr < 2’ andy < 4'. Thus, the same rule can
be applied td4, =] and[B, y’'] leading to a configuration’, in which the two selected
conformons are updated as folloWs, ' — e] and[B, 3’ + ¢e]. Finally, we notice that,

sincer’ > = > e, we have that — e < 2/ —eandy + e <y’ + e. Thus,us C ph.

Passage rulelet us consider a single application of a passagewurén with p(y) def

y > e and operating on the conformops, 2] in membranen. Since the rule is enabled
we have that: > e. Furthermore, the application of the rule moves the contorio
membrane: in js.

Sincep; C p) and by definition of=, we have that there exist conformans 2'] in
membranen of ) such thate < z/. Thus, the same passage rule is enablgd iand
can be applied to movel, '] in membrane in .

Thus, we have that, C ). O

From the monotonicity property, we obtain the following clary.
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Corollary 1 For any restrictedcP-systems and any upward closed set (WI)t.S' of

configurations, the set of predecessor configuratiorfs eamelyPre(S) def {p|p=
w', 1/ € S}, is upward closed.

It is important to notice that the last two properties do noldhfor full cP-systems.
As an example, a passage rule from membrarie 2 with predicatez = 0 is not
monotonic w.r.t. to the configurations; = ({[4,0]},0) andy) = ({[4,1]},0).
Indeed iy C pf andpy = pe = (0, {[A, 0]}) buty] has no successors. Furthermore,
the set of predecessors of the upward closed set with mirglealenius is the singleton
containingu; (clearly not an upward closed set).

Let us now go back to the properties of the orderingWe first have the following
property.

Lemma 2 Given acP-systenil and two configurationg and x/, checking ifu C p/
holds (i.e. ifu is more general thap’) is a decidable problem.

Indeed, to decide it we have to select an appropriate inectiapping from a a finite
set of mappings from to 1/ and, then, to compute a finite set of multiset inclusions.

Let us now recall the notion afell-quasi orderingsee e.g. [7]).

Definition 6. (C is a wgo) A quasi ordering=< on a setS is a well-quasi ordering
(wqo) if and only if for any infinite sequenag, as, . . . of elementsird (i.e.a; € S for
anyi > 1) there exist indexes< j such thatu; < a;.

The following important property then holds.

Lemma 3. (C is a wgo) Given acP-systenil = (V, N, R, 1), the orderingC defined
on the set of all configuration df is a wgo.

Proof AssumeN = {1,...,m} as the set of membrane names. Let us first notice that
a configuratiorn: can be viewed as a multiset of multisets of objects over thibeaddet
Viu...uVv™ whereV' = {v' | v € V}. Indeed,u can be reformulated as the
multiset unionp, @ . . . @ p,, Where for eachA, x] € u(m), p; contains a multiset with

x occurrences ofA™. E.g.,u1 = ({[4,2],[B, 3]}, {[4,5]}) can be reformulated as
the multiset of multiset§ { A*, A}, { B!, B!, B}, { A%, A% A% A% A%} ).

When considering the aforementioned reformulation of @pnfitions, the ordering.
corresponds to the composition of multiset embedding (¥sence of injective map-
ping h1, ..., hy,) and multiset inclusion (the constraint on values). Sinadtiset in-
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clusion is a well-quasi ordering, we can apply Higman'’s Lesr{# to conclude that
is a well-quasi ordering. O

As a consequence of the latter property, we have that evemarghclosed set of
configurations is generated by a finite set of minimal elesmeing., for any upward
closed sef there exists a finite sdt of configurations such that = {1/ | < ¢/, €
F'}. Fis called thefinite basisof S. As proved in the following lemma, given a finite
basis of a sef), it is possible to effectively compute the finite basigrofe(.S).

Lemma 4. (Computing Pre) Given a finite basig” of a setS, there exists an algo-
rithm that computes a finite basis’ of Pre(.S).

Proof The algorithm is defined by cases as follows.

Creation rules Assume—~A € Randy € F. Then,u occurs inF”’. Furthermore,
suppose that:(m) contains a conformof, e]. Then,F’ also contains the configura-
tionsy/ that satisfies the following conditions:

o i/ (m)=p(m)o {[A ]}
e 1/ (n) = p(n) form #n.

Internal rules  Assume a rule = A%B € Randu € F. We have several cases to
consider.

e We first have to consider a possible application-db two conformons that are
not explicitly mentioned inu. This leads to a predecessor configuration in which
we require at least the presencesfvith at least value and the presence d@?
with any value. ThusF” contains the configurations that satisfies the following
conditions:

* M,(m) = ﬂ(m) D {[Av 6]’ [B7 O]}};
x ' (n) = p(n) form # n.

e We now have to consider the applicationrao a conformonA with valuez in p
and to a conformomB not explicitly mentioned inu. This leads to a predecessor
configuration in which we require at least the presencel ofith at least value
x + e and the presence d@ with any value. Thus, ifA, z] € u(m), F’ contains
the configurationg’ that satisfies the following conditions:

* p'(m) = (u(m) © {[A, z]}) & {[A = + €], [B,0]};
x ' (n) = p(n) form # n.

e Furthermore, we have to consider the application tof a conformorB with value
y > ein p and to a conformom not explicitly mentioned inu. This leads to a
predecessor configuration in which we require at least tiesgrce ofA with at
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least value: and the presence @ with valuey — e. Thus, if[B,y] € u(m) and
y > e, F’ contains the configurations that satisfies the following conditions:
« p/(m) = (u(m) & {[B,yl}) @ {[A. el [B,y — e]};
x 1/ (n) = p(n) form # n.

e Finally, we have to consider the applicationoto a conformonB with value
y > e and to a conformom with valuez both in u. This leads to a predecessor
configuration in which we require at least the presencel ofith at least value
x + e and the presence @& with valuey — e. Thus, if[A, z], [B,y] € u(m) and
y > e, F’ contains the configurations that satisfies the following conditions:

« ' (m) = (u(m) © {[A, 2], [B,y}) & {[A, z + ], [B,y —e]};
x 1/ (n) = p(n) form # n.

Passage rules Assumem<sn € R with p(x) defined byr > e andu € F. We first
have to consider a possible applicationrab a conformon that is not explicitly men-
tioned inu. This leads to a predecessor configuration in which we recatiteast the
presence ofl with at least value in membranen. Thus,F’ contains the configurations
1 that satisfies the following conditions:

o 1/'(m)=p(m)® {[A e}
e u/'(n) = p(n) form # n.

Furthermore, suppose thafn) contains a conformofA, z] with = > 0. Then, F’
contains the configurations that satisfies the following conditions:

o i (n)=p(n)o {[A 2]}
o 1/'(m) = p(m) @ {[A v]};
o 1/ (p) = p(p) for p # m,n.

wherev = max(e, x) (the maximum betweenandz).
The correctness follows from a case analysis. O

Theorem 2. (Decidability of Coverability for Restricted cP-systems) The coverabil-
ity problem is decidable for restrictecP-systems.

Proof The thesis follows from Lemmas 1, 3, 4, and from [1, Theorehj.4. O

4 Relation with other models

In this section we compareP-systems with other models used in the concurrency
field, namely the nested Petri nets of [8] and the constraimeatiset rewriting systems
(CMRS) of [2].
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4.2 cP-systems vs nested Petri netsLet us first recall that a Petri net (P/T sys-
tem) [11] is a tuple(P, T, mg) where P is a finite set ofplaces 7' is a finite set of
transitions andmy is the initial marking. Intuitively, places correspond txtion or
states of a given system. Places are populated with tokensindistinguishable ob-
jects, that can be used e.g. to mark a given set of states telrooxcurrent processes.
Tokens have no internal structure. This means that we aseiotdrested in the mul-
tiplicity of tokens inside a place. Transitions are useddatml the flow of tokens in
the net (they define links between different places and etgthe movement of tokens
along the links). More formally, &ransitiont has a pre-sett and a post-set® both
defined by multisets of places iR. A marking is just a multiset with elements i,

a mapping fromP to non-negative integers. Given a markimgand a place, we say
that the place containsm(p) tokens A transitiont is enabled at the marking if °¢

is contained as a sub-multisetin. If it is the case, firingt produces a marking/,

writtenm - m/, defined agm ©° t) @ t°.

A Petri net with inhibitor arc is a Petri net in which traneitis can be guarded by an
emptyness test on a subset of the places. For instance sétitrarwith an inhibitor arc
on placep is enabled only whep is empty.

Nested Petri nets Differently from P/T systems, in aested Petri netokens have an
internal structure that can be arbitrarily complex (e.goken can be a P/T system, or
a P/T system with tokens that are in turn P/T systems, and kd-on instance, -
level nested Petri nés defined by a P/T system that describes the whole systeladcal
system netand by a P/T system that describes the internal structutekehs, called
element net

The transitions of the system net can be used to manipuletasoas black boxes, i.e.
without changing their internal structure. These kind afhsitions are callettansport
rules(they move complex objects around the places of the systéyn ne

Transitions of the element nets can be used to change threahstructure of a token
without changing the marking of the system net. These kinttaofsitions are called
autonomous rules

Finally, we can use synchronization labels (i.e. labelystem/element net transitions)
to enforce the simultaneous execution of two transitiome with a labela and one
with a labela. Two possibilities are allowed in Nested Petri nets: thechyanization
of a transition of the system net and of an element wettical synchronizatiop or the
simultaneous execution of transitions of two distinct edetmets residing in the same
system placehorizontal synchronizatignNotice that vertical synchronization modifies
both the marking of the system net and the internal struaififeome) tokens.

cP-systems as nested Petri netsin this section we show thaf-systems can be en-
coded as 2-level nested Petri nets in which the system netPif asystem and the
element net is a P/T system with inhibitor arcs.
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Assume &P-systenil = (V, N, R, uo). We build a 2-level nested Petri nets as follows.
The system net is a P/T system with a plaC&3N F' used to contain all conformons
in a current configuration dfl, and a plac& RE AT E,. for each creation rule € R.
The transitions of the system net are transport rules thateincreation rules used to
non-deterministically inject new conformons in the plac®N F'. Namely, for each
creation ruler € R we add a transport rule with pre-set{ CREATE, } and post-set
{CREATE,,CONF}. We assume here th&tRE AT E,. is initialized with a single
element net that models the conformon created byrulée transitiort,, makes a copy
of such an element net and puts it in plac@ N F.

An element netV, denotes a single conforman It is defined by a P/T system with
placesP = V U N U {E}. Only one place of those iV and only one place of those
in V can be marked in the same instant. The marked places con@ggpthe name and
current location ot. Furthermore, the number of tokens in placelenotes the current
amount of energy of.

To model an internal rule = A%B we use a horizontal step between two distinct ele-
ment netsV; andN», i.e., a pair(t, 1, ¢, 2) of element net transitions with synchronized
labelsr and7 such that:

e °t.1 has one occurrence o, one ofm, ande of E, i.e., it is enabled ifN;
represents a conformon with nardeén membranen and at least units of energy;
those units are subtracted from plagén N;.

e °t, 5 has one occurrence @ and one ofn, i.e., it is enabled ifV, represents a
conformon with name3 in membranen.

e 7, has one occurrence of and one ofn.

e {7, has one occurrence @, one ofm, ande of E, i.e., e units of energy are
transferred to plac& in Ns.

To model a passage rute= m<sn with conditionz > e, We use an autonomous step.
Specifically, we define an element net transitipisuch that:

e °t,. has one occurence af, ande occurrences of?, i.e., it is enabled ifV; is in
membranen and at least units of energy.

e t» has one occurrences of and ande occurrences of’, i.e., N represents now
a conformon (with the same name) in membranés energy is not changed (we
first subtract tokens to check the conditian> ¢) and then add tokens back to
placeFE in Ny).

To model a passage rutewith conditionz = e, we can add to each transition s with

A € V the test= e on placeF. It is easy to define this test by using P/T transitions with
inhibitor arcs. Rules with conditions < e for e > 0 can be encoded by splitting the
testintox =0,...,z =e.
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[fe]
£
[=]
CREATE CONE
SYSTEM NET \
CONFORMON NAME CURRENT MEMBRANE

\iNT /

ENERGY

PASS

ELEMENT NET: CONFORMON |4, 4] IN MEMBRANE M
Fig. 4.1 Example of nested Petri net.

Since each element net maintains information about nanhee wand location the con-
tent of placeCON F' corresponds to the current configuration bf

Example 2 Assume aP-systenil with V' = {4, B}, N = {M, L, P}, the creation

ruler = %[A, the internal rulef NT' = A%/[B, and the passage ruleASS = L p

with p(x) 4f 2 = 0. The 2-level nested Petri nets that encodescihesystemdl is

shown in Fig. 4.1. We use here circles to denote places,mgletsaito denote transitions,
an arrow from a circle to a rectangle to denote places in teespt and an arrow from
a rectangle to a circle to denote places in the post-setap$itions; we label arrows
with numbers to indicate a multiplicity greater thawof a place in the pre-/post-set. An
inhibitor arc is represeted by an arrow with a circle. Thetesgsnet plac&e REAT E,.

is used to keep a copy of the conformjoh 4] so as to non-deterministically inject new
ones in the current configuration (i.e. the pla@® N F'). The element net has places
to model names, membranes, and energy. The internal ruleodelted by the pair
of transitions with labeld NT andINT. When executed simultaneously (within the
placeCON F of the system net) by two distinct element net (one execldé¥ and
the other executeBNT) their effect consists in moving 3 tokens from the pldcef

an element net with tokens iA, M to the placeE of an element net with tokens in
the placesB, M. Notice that tokens of the element nets are objects with netsire.



On the Qualitative Analysis of Conformon P-Systems 39

The passage rule is modelled by the element net transititimlabel P AS'S. It simply
checks that is empty with an inhibitor arc and then moves a token from tlae@/N
to the placeP (it changes the location of the element net). Notice thatsirstem net
placeCON I may contain an arbitrary number of element nets (the coomding P/T
system is unbounded).

It is important to notice that 2-level nested Petri nets irchitelement nets have in-
hibitor arcs are Turing equivalent [9]. This result is catent with the analysis of the
expressive power of fultP-systems [5]. From the previous observations, restricied
systems are a subclass of nested Petri nets in which botligtessand the element nets
are defined by P/T systems. From the results obtained forstreittured subclasses of
nested Petri nets in [9], we obtain an indirect proof for dability of coverability of
restrictedcP-systems.

The connection betweaP-systems and nested nets can be exploit to extend the model
in several ways. As an example, for restricted passage, mogerability remains decid-
able when extendingP-systems with: conformons defined by a list of pairs nameeva
instead of a single pair; rules thaansferall the energy fromd to B; or conformons de-
fined by a state machine (i.e. with an internal state instéathtically assigned type).

4.3 RestrictedcP-systems vs CMRS RestrictedcP-systems can also be modelled
in CMRS, an extension of Petri nets in which tokens carry ratuumbers.

Constrained multiset rewriting systems (CMRS) CMRS [2] are inspired to formu-
lations of colored Petri nets in term rewriting. A token wilatad in placep is rep-
resented here as a terpid), a marking as a multiset of terms, and a transition as a
(conditional) multiset rewriting rule. More preciselyt kermbe an elemeni(z) where

p belong to a finite set of predicate symb@ligplaces) and: is a variable ranging over
natural numbers. We often call a tegitt) with p € P ap-termor P-term A element
p(v) with p € Pandv € Ny is called aground term

A configuration is a (finite) multiset of ground terms. A CMRSaiset of rewriting rules
with constraints of the form = L ~» R : ¥ that allows to transform (rewrite) multisets
into multisets. More precisely, and R are multisets of terms (with variables) ads

a (possibly empty) finite conjunction glp-orderconstraints of the formz + ¢ < y,

r <y x=y,x<cx>cax=cwherex, yare variables appearing ih and/orR
andc € Ny is a constant.

A rule r is enabled at a configuratianif there exists a valuation of the variabl&s:/
such that/al () is satisfied. Firing- atc leads to a new multiset, notedc — ¢, with

¢ = c¢coVal(L) ® Val(R) whereVal(L), resp.Val(R), is the multiset of ground
terms obtained froni, resp.R, by replacing each variableby Val(x).

As an example, consider the CMRS rule:

p=p(), 9] ~ lg(z), r(@), r(w)] : {z+2<y,r+4<z, 2<w}
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A valuation which satisfies the condition 18al(x) = 1, Val(y) = 4, Val(z) =
8, andVal(w) = 10. A CMRS configuration is a multisets of ground terms, e.g.,

[p(1),p(3), q(4)]. Therefore, we have thgi(1), p(3), ¢(4)] 2, [p(3),q(8),r(1),r(10)].

A CMRS is well-structured with respect to the well-quasi@nidg <. defined as fol-
lows. Given a configuration, let V(c¢) = {i € Ng | 3p(i) € ¢}, andc=; : P — Ny
with ¢ € Ny be the multi set such that.;(p) = ¢(p;) for anyp € P. Then, we have
thatc <. ¢ iff there exists an injective functioh : V(¢) — N such that{) for any
ieV(e) ez < CI:h(i); (2) foranyi € V(c) s.t.i < emax : i = h(i); (iw7) for any
i,j € V(c)U{0} s.t.i < jandj > cmaz : j —i < h(j) — h(i). A symbolic algorithm
to check coverability — w.r.t=. — is described in [2].

Restricted cP-systems as CMRS A cP-configuratiory. is mapped to a CMRS con-
figuration as follows. A conformon= [A, z] in membranen is represented by means
of a multiset of terms

M, = [confam(v)] & OF

whereQ? is the multiset withz occurrences of the terma(v), i.e.,
0?2 = [u(v),...,u(v)]
— —
xr—times

wherew is a natural number used as a unique identifier for the cordarm The u-
terms with parameterv are used to count the amount of energy of conformon with
identifierv. E.g. ifc = [ATP,4] thenM?,, = [confarpm(2),u(2),u(2), u(2), u(2)]

—4 occurrences af(2) — where2 is the unique identifier of conforman Furthermore,

if c = [ATP,0], thenM2 ,, = [confarp.m(2)]. Thus, we uséconf4 ,(v)] to model a
conformon with zero energy and identifier

A representatiorRep(u) of acP-configuration. is obtained by assigning a distinct in-
dentifier to each conformon and by taking the (multiset) nr@bthe representations of
each conformons ip. Formally, letu, containss membranes such tha{m;) contains

the conformonsg, ;,...,cin, fori:1,...,randn; +... 4+ n, = k, then
ni Ny
Rep(p)¥ = (@M ,,,) @ ... 0 (@M ,,)
j=1 j=1
whereV = (v1,1,...,V1,ny5---»Ur1,-- -, Urnp, ) arek distinct natural numbers working

as identifiers of thé: conformons inu. Identifiers of conformons in the initial configu-
ration o are non-deterministically chosen at the beginning of theutation using the
following rule:

[init] ~ [fresh(v)] ® Rep(uo)¥ @ {vig <... < V1 <Vp1 < Vpp, <0}

whereV is a vector of variables that denotes conformon indentifjassdescribed in
the def. of Rep(1)"). Furthermore, we maintain a fresh identifien the fresh-term
(used to dynamically create other conformons).
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The rules of a restrictecP-system are simulated via the following CMRS rules working
on CMRS representations of configurations.

e Creation ofc = [A, z] insidem:
[fresh(z)] ~ [fresh(y)] @M, : {z <y}

We simply inject a new multiset of terms with parametestored in thefresh-
term and reset the fresh value.
e A andB in membranen exchange units of energy:

[confam(x),confpm(y)] ®OF ~ [confam(x),confpm(y)] &OY : true

Notice that, by definition of the CMRS operational semantis rule is enabled
only when there are at leastoccurrences ofi-terms with parameter (identifier
of A) and where there exists a conformBrwith identifiery (z andy are variables
ranging over natural numbers). The passage of energy ftafwith identifier x)
to B (with identifiery) is simply defined by changing the parametesf e occur-
rences ofu-terms intoy.

e Passage rule from membraneto n conditioned by the predicaj€ ) Cr>e
For each conformon namé:

[confam(@)] ®OF ~ [confan(z)] ®O;

Notice that, by definition of the CMRS operational semantils rule is enabled
only when there are at leasibccurrences ofi-terms with parameter (identifier
of A). The current location ofl is stored in the termon f4 ., (z). The passage to
membraner is defined by changing the teraan f4 ,,, () into confa »(z). The
u-terms with the same parameter are not consumed (i.e. thayr doth in the
left-hand side and in the right-hand side of the rule).

From the results obtained for CMRS [2], we obtain anotheiraa proof for decidabil-
ity of coverability of restrictedcP-systems. The connection betweshsystems and
CMRS can be used to devise extensions of the conformon modehich, e.g., con-
formon have different priorities or ordered with respecstone other parameter. This
can be achieved by ordering the parameters of the multisedrofs used to encode
each conformon. CMRS rules can deal with such an orderingsinguconditions on
parameters of terms in a rule of the fornx y.

5 Related Work and Conclusions

In the paper we have investigated the decidability of comiportal properties of con-
formon P-systems like reachability and coverability. Mepecifically, we have shown
that, although undecidable for the full model, the covdigijproblem is decidable for
a fragment with restricted types of predicates in passalgs.ru
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To our knowledge, this is the first work devoted to the qutlitsanalysis of conformon
P-systems, and to the comparison with other models likeede2etri nets and CMRS.
The expressiveness of the conformon P-systems is studjgfiby using a reduction to
counter machines with zero test (Turing equivalent). Wesussh a result to show that
coverability is undecidable for the full model. The decitipor reachability for the
full model is not in contrast with its great expressive paviedeed, in the reachability
problem the target configuration contains precise inforomaabout the history of the
computation, e.g., the total amount of energy exchangedglthie computation. These
information cannot be expressed in the coverability pnohl@here we can only fix part
of the information of target configurations. In this senseyerability seems a better
measure for the expressiveness of this kind of computdtiopdels.

In the paper we have compared this result with similar resalitained for other models
like nested Petri nets and constrained multiset rewritygjesns. The direct proof pre-
sented in the paper and the corresponding algorithm candveedi however as a first
step towards the development of automated verificatiorstfml biologically inspired
models. The kind of qualitative analysis that can be peréatmsing our algorithm is
complementary to the simulation techniques used in quiveétanalysis of natural and
biological systems. Indeed, in qualitative analysis wesader all possible executions
with no probability distributions on transitions, wherdasquantitative analysis one
often considers a single simulation by associating prdibigisi to each single transi-
tions. Unfortunately, the rates of reactions are often wwkmand, thus, extrapolated
from known data to make the simulation feasible. Qualitatinalysis requires instead
only the knowledge of the dynamics of a given natural modekofated verification
methods can thus be useful to individuate structural pittgeeof biological models.

Acknowledgements. Research fellow supported by the Belgian National ScienceF
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This paper aims to answer the following question: given a fesy configu-
ration M, how do we find each configuratiaN such thatNV evolves toM in
one step? While easy to state, the problem has not a simpleeanto pro-
vide a solution to this problem for a general class of P systaith simple
communication rules and without dissolution, we introdtiedual P systems.
Essentially these systems reverse the rules of the inisgsRem and findvV by
applying reversely valid multisets of rules. We prove thathis way we find
exactly those configuration¥ which evolve toM in one step.

1 Introduction

Often when solving a (mathematical) problem, one startsfitte end and tries to reach
the hypothesis. P systems [4] are often used to solve prahlsmfinding a method
which allows us to go backwards is of interest. When lookihg aell-like P system
with rules which only involve object rewriting (of type — v, whereu, v are multisets
of objects) in order to reverse a computation it is naturaieteerse the rulesu( — v
becomes — u) and find a condition equivalent to maximal parallelism. @bel P sys-
temII is the one with the same membranedlaand the rules ofI reversed. However,
when rules of type: — (v, out) or u — (v, in.piq) are used, two ways of reversing
computation appear. The one we focus on is to employ a spiypi@lof rule reversal
and to move the rules between membranes: for example, (v, out) associated to
the membrane with labélin II is replaced withv — (u,in;) associated to the mem-
brane with labeparent(i) in 1. This is described in detail in Section 4. Another way
of defining the dual P system is by reversing all the rulesaitmoving them between
membranes (and thus allow rules of fofm out) — u). To capture the backwards com-
putation we have to move objects according to the existehceromunicating rules in
the P system. The object movement corresponds to revetsngéssage sending stage
of the evolution of a membrane. After that the maximally flafaewriting stage is
reversed. This is only sketched in Section 5 as a startingg pai further research.
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The structureu. of a P system is represented by a tree structure (withsklie as its
root), or equivalently, by a string of correctly matching@atheses, placed in a unique
pair of matching parentheses; each pair of matching pagsethcorresponds to a mem-
brane. Graphically, a membrane structure is representesd snn diagram in which
two sets can be either disjoint, or one a subset of the otlhernfembranes are labelled
in a one-to-one manner. A membrane without any other menetireide is said to be
elementary.

A membrane systewof degreem is a tuplell = (O, p, w1, ... W, R1,. .., Rm,io)
where:

e (O is an alphabet of objects;

e 11 IS a membrane structure, with the membranes labelled byalatumberd, . . .,
m, in a one-to-one manner;

e w; are multisets ove® associated with the regions. . ., m defined byy;

e RRy,..., R, are finite sets of rules associated with the membranes witblda
1,...,m; the rules have the form — v, wherew is a non-empty multiset of
objects and> a multiset over messages of the fofm here), (a, out), (a, in;);

The membrane structure and the multisets of objects and messages from its com-
partments define mtermediate configurationf a P system. If the multisets from its
compartments contain only objects, they defimeafiguration For a intermediate con-
figuration M we denote byw; (M) the multiset contained in the inner membrane with
labeli. We denote by # (II) the set of intermediate configurations anddyI) the set

of configurations of the P systehh

Since we work with two P systems at once (namélyand ﬁ), we use the notation
RIU ..., R forthe sets of ruley, . .., R,, of the P systentl.

We consider a multiset over a setS to be a functionv : S — N. When describing a
multiset characterised by, for example(s) = 1,w(t) = 2, w(s’) = 0,5’ € S\{s,t},
we use its string representatien- 2t, to simplify its description. To each multisetwe
associate its support, denoted fypp(w), which contains those elements ®fwhich
have a non-zero image. A multiset is called non-empty if & han-empty support. We
denote the empty multiset li)g. The sum of two multisets, w’ overS is the multiset
w4 w S — N (w+ w)(s) = w(s) + w'(s). For two multisetsw, w’ over.S we
say thatw is contained inv’ if w(s) < w’'(s),Vs € S. We denote this byy < w’. If
w < w’ we can definev’ — w by (w' — w)(s) = w'(s) — w(s). To work in a uniform
manner, we consider all multisets of objects and messades dver

Q=0U0 x{out}UO x {in; | j €{1,...,m}}

Definition 1 The setM (IT) of membranes in a P systdiitogether with the membrane
structure are inductively defined as follows:
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e if i is a label andw is a multiset ove© U O x {out} then(ijw) € M(II); (i|w)
is called anelementary membranand its structure ig);

e ifiisalabel,M,..., M, € M(II),n > 1 have distinct labels, ..., i,, each
Mj, has structurgu;, andw is a multiset ove©OUO x {out}UO x {in;, , ..., in;, }
then(i|w; My, ..., M,) € M(); (ilw; My, ..., M,) is called acomposite mem-
brane and its structure iuy . . . ).

Note that ifi is the label of the skin membrane théiw; My, ..., M,) defines an
intermediate configuration.

We use the notationgsarent(i) for the label indicating the parent of the membrane
labelled by (if it exists) andchildren(i) for the set of labels indicating the children of
the membrane labelled liywhich can be empty.

By simplecommunication rules we understand that all rules inside brarres are of
the formu — v whereu is a multiset of objectss@upp(u) C O) andw is either a multiset

of objects, or a multiset of objects with the message(supp(v) C O x {in;} for a

j €{1,...,m})oramultiset of objects with the message (supp(v) C O x {out}).
Moreover we suppose that thkin membrane does not have any rules involving objects
with the messageut.

We use multisets of ruleR : R — N to describe maximally parallel application of
rules. For a rule: = u — v we use the notationgs(r) = u, rhs(r) = v. Similarly,
for a multisetR of rules fromR!!, we define the following multisets oveér.

lhs(R Z R(r) - lhs(r)(o) andrhs(R Z R(r) - rhs(r)(o)

reRrlt reRri!

for each object or messagec (2. The following definition captures the meaning of
“maximally parallel application of rules”:

Definition 2 We say that a multiset of rule® : R!' — N is valid in the multisetw if
lhs(R) < w. The multiseR is calledmaximally validin w if it is valid in w and there
is no ruler € R such thaths(r) < w — lhs(R).

2 P Systems with One Membrane

Suppose that the P systdinconsists only of thekin membrane, labelled by. Since
the membrane has no children and we have assumed it has socnieerningut
messages, all its rules are of form— v, with supp(u), supp(v) C O. Given the
configuration) in the systenil = (O, pu, w1, Ri!) we want to find all configurations
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NN such thatV rewrites toM in a single maximally parallel rewriting step. To do this
we define the dual P systeih= (O, u, w;, RI'), with evolution rules given by:

(u — v) € R if and only if (v — u) € R

For eachM = (1|w) € C#(II), we consider the dual intermediate configuratidn=
(1jw) € C#(II) which has the same content wl(ﬂ) = wy(M)) and membrane
structure as\/. Note that the dual of a configuration is a configuration.jhtation]\ni
is used to emphasize that it is an intermediate configuratidine systenil.

The namelualis used for the P systeiﬁ under the influence of category theory, where
the dual category is the one obtained by reversing all arrows

Remark 1 Note that using the term afualfor Iis appropriate becausH = II.

When we reverse the rules of a P system, dualising the malyipatallel application
of rules requires a different concept than thaximal validityof a multiset of rules.

Definition 3 The multiseR : RI! — N is calledreversely validn the multisetw if it
is valid inw and there is no rule € R!! such thatrhs(r) < w — lhs(R).

Note that the difference fromnaximally validis that here we use the right-hand side of
aruler in rhs(r) < w — lhs(R), instead of the left-hand side.

Example 1 Consider the configuratioh = (1|b + ¢), in the P systendl with O =
{a,b,c}, p = () and with evolution ruIesR1 = {ri,r2}, wherer;y = a — b,y =
b — c. ThenM = (1]b+¢) € C(II), with evolution ruleskY! = {r7,73}, where

71 =b— a,73 = c — b. The valid multisets of rules i (M) = b+care0Rn,r~1, 2
andr1 +7r5. The reversely valid multiset of rulé® in w(Ml) can be either; orr; +75.

If R = 71 then)M rewrites to(1)a+c); if R = 71 + 73 then M rewrites to(1la + b).
These yield the only two configurations that can evolvéfan one maximally parallel
rewriting step (inll). This example clarifies why reversely valid multisets desumust
be applied: validity ensures that some objects are consbyrdesr (dually, they were
produced by some ruleg and reverse validity ensures that objects ik@ppearing in
both the left and right-hand sides of rules) are always coresliby rulesr (dually,
they were surely produced by some rulesotherwise it would contradict maximal

parallelism for the multiseR).

Note that if M’ = (1 | 2a) in the P systenil, then there is no multiset of rul@g valid in

wl(M’) = 2a for the dualM’. This happens exactly because there is no configuration
N’ such thatNV’ rewrites to)M’ by applying at least one of the rules, rs.
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We present the operational semantics for both maximallglfgrapplication of rules
(mpr) and inverse maximally parallel application of ruleés{r) on configurations in a
P system with one membrane.

Definition 4

o (l|lw) gmpr (1}w —lhs(R) + rhs(R)) if and only if R is maximally valid inw;
R

o (l|lw) =z (1w —lhs(R) + rhs(R)) if and only if R is reversely valid inv.

The difference between the two semantics is coming from ifierence between the
conditions imposed on the multis& (maximally valid and reversely valid, respec-
tively).

For a multisetR of rules overR!! we denote byR the multiset of rules oveRlﬁ for
whichR(u — v) = R(v — u). Thenlhs(R) = rhs(R) andrhs(R) = lhs(R).

Proposition 1 N Empr M if and only if M 5@ N.

Proof If N Empr M thenR is maximally valid inw; (N) andw; (M) = wy(N) —
lhs(R) 4+ rhs(R); thenwy (M) — rhs(R) = w1 (N) — lhs(R). By duality, we have
wy (M) = wy (M) andrhs(R) = lhs(R); it follows thatw; (M) —lhs(R) = wy (N) —
Ihs(R) > 0, thereforelhs(R) < w1 (M), and soR is valid in M. SupposeR is not
reversely valid irwl(ﬂ), i.e. there exists R{i such thaihs(r) < wl(ﬂ)—lhs(ﬁ),
which is equivalent téhs(r) < wy (M)—rhs(R). Sincew; (M) —rhs(R) = w1 (N)—
lhs(R) it follows thatR is not maximally valid inw, (IV'), which yields a contradiction.

If M 5, N thenR is reversely valid ino, (M ); sincew; (N) —lhs(R) = wy (M) —
lhs(R) = 0 it follows thatR is valid inw: (V). If we suppose thaR is not maximally
valid in wy (N) then, reasoning as above, we obtain tRats not reversely valid in

wq (M)(contradiction)u O

3 P Systems without Communication Rules

If the P system has more than one membrane but it has no coroatiomi rules (i.e.
no rules of formu — v, with supp(v) € O x {out} or supp(v) C O x {in,}) the
method of reversing the computation is similar to that désctin the previous section.
We describe it again but in a different way, since here weoihice the notion of a
(valid) system of multisets of rules for a P syst&mThis notion is useful for P systems
without communication rules, and is fundamental in revegshe computation of a P
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system with communication rules. This section providescartieal step from Section
2 to Section 4.

Definition 5 A systemof multisets of rules for a P systefh of degreem is a tuple
R = (R1,Ra, .-, Rm), Where eactR,; is a multiset ove?!!, i € {1,...,m}.

A system of multisets of rule® is calledvalid, maximally validor reversely valid
in the configurationV/ if eachR; is valid, maximally valid or reversely valid in the
multisetw;, (M), which, we recall, is the multiset contained in the inner rbesme of
configuration/ which has label.

The P systenﬂ dual to the P systerfi is defined analogously to the one in Section 2:
= (0, p,wi, .. wm, RY, ... RI) where(u — v) € RIifand only if (v — u) €

le. Note thatll = II.

If R =(R4,...,R.) is a system of multisets of rules for a P systHiywe denote by
'R the system of multisets of rules for the dual P systégiven byR = (R4, ..., R2).

Example 2 Consider the configuratioh/ = (1|b+ ¢; N), N = (2|2a) of the P system
[T with evolution rulesRi' = {r1, 2}, Ry = {rs,ra}, whereri =a — ¢,rs =d — ¢,
3 =a+b—ars=a— d ThenM = (1|b + ¢; (2|2a)), with evolution rules
R1 = {r,ma}, R = {r3,71}, wherer; = ¢ — a,75 =c — d,73 = a — a + b,
T4 = d — a. In orderto find all membranes which evolveltbin one step, we look for a
systenR = (R, 7?2) of multisets of rules, which is reversely valid in the configtion
M. ThenR; can be eithe@Rllﬁ , 71 or r3 and the only possibility foR, is 2r3. We apply
R to the skin membranel/ and we obtain three possible configuratid?rsuch that
P = M; namely,P can be eithef1|b + ¢; (2|2a + 2b)) or (1|b+ a; (2|2a + 2b)) or
(1|b+ d; (2|2a + 2b)).

b+c b+c
riia—c ri:c—a
ro:d—c dual ro:c—d
1 — 1
2a 2a
2| r3:a+b—a 2| 7m3:a—a+b
ry:a—d ra:d—a

We give a definition of the operational semantics for both imaXy parallel application

of rules (npr) and inverse maximally parallel application of rulesgr) in a P system
without communication rules. We ugeas label to suggest that rule application is done
simultaneously in all membranes, and thus to prepare thetovegrd the general case
of P systems with communication rules.
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Definition 6 For M, N € C(II) we define:

o M Empr N ifand only if R = (R4,...,R,,) is maximally valid inM and
wi(N) = w;(M) — lhs(R;) + rhs(R;);

o M E,m N if and only if R = (Ry,...,Ry,) is reversely valid in}M and
wi(N) = w;(M) — lhs(R;) + rhs(R;).

The two operational semantics are similar in their effecttmmembranes, but differ
in the conditions required for the multisets of rules

Proposition 2 If N € C(II), then
N X, Mifandonlyifdl & . N

Proof If N gmpr M thenR is maximally valid in the configuratio®V, which means
thatRR,; is maximally valid inw; (N'), andw; (M) = w;(N) — lhs(R;) + rhs(R;). By
using the same reasoning as in the proof of Proposition 1lavis thatﬁ is reversely
valid in wi(]\N/[), foralli € {1,...,m}. ThereforeR is reversely valid in the configu-
ration M of the dual P systerfl. Moreover, we havey;(N) = w;(M) — lhs(R;) +

ThS(ﬁi), SOM E),ﬁ:[ﬁ j\?

If M 5. N the proof follows in the same manneét. O

4 P Systems with Communication Rules

When theP system has communication rules we no longer can simply sevte rules
and obtain a reverse computation; we also have to move the b@tween membranes.
When saying that we move the rules we understand that thesglsz@m can have rules
r associated to a membrane with labethile r is associated to a membrane with label
7 (j is either the parent or the child of depending on the form of). We need a few
notations before we start explaining in detail the movenoéntles.

If w is a multiset of objectss@upp(u) C O) we denote by(u, out) the multiset with
supp(u,out) € O x {out} given by (u, out)(a, out) = u(a), forall a € O. More
explicitly, (u, out) has only messages of forfa, out), and their number is that of the
objectsa in u. Given alabelj, we defing(u, in;) similarly: supp(u, in;) C O x {in;}
and(u,in;)(a,in;) = u(a), foralla € O.

The P systenif[ dual to the P systedd is defined differently from the case &fsystems
without communication ruledl = (O, u, wy, . .. wy,, R, ..., RI) such that:
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—u—veRLifandonlyifr =v — u e RI;

el

=u— (v,0out) € Rl ifand only it r = v — (u,in;) € R,

w o nNoE
=

=

=u— (v,in;) € R? ifand only ifr = v — (u,out) € R?, i = parent(j);

whereu, v are multisets of objects. Note the difference between ruldity when there
are no communication rules and the current class of P systdgthscommunication
rules.

Proposition 3 The dual of the dual of a P system is the initial P system:
=11

Proof Clearly,u — v € @ﬁ iff u— v e RIL Moreover;r = u — (v, out) € R?
iff 7= v — (u,in;) € R}, ...y Which happens ifi- = u — (v,0ut) € R} (the

condition related to the parent amountspierent(i) = parent(i)). Then,r = u —
(v,inj) € Riﬁ iff ¥ =v — (u,out) € R}:I and: = parent(j), which happens iff

r=u— (’U,i'fbj) € Rgl;[m’ent(j):i' U =
If R = (Ri,...,Rm)is asystem of multisets of rules for a P systBnwe also need a

different dualisatign for it. qumelyive dengEe ﬁ/the system of multisets of rules for
the dual P systerfl given byR = (R4, ..., R2), such that:

eifr=u—ve R;ﬁ thenkvi(?) =R;i(r);
o if "=u— (v,out) € RP thenR; (7) = Rparent(i) (T);
o if 7 =u— (v,in;) € R thenR;(7) = R, (r).

Example 3 ConsiderM = (1|d; N), N = (2|c+e; P), P = (3|c) in the P system
I with RN = {ry,m}, R = {r3,r4} and R = {r5}, wherer; = a — (c,inz),
ro =a — ¢, r3 = e — (¢,ing), 74 = a — (d,out) andrs; = b — (e,out).
ThenM = (1|d; (2|c + €; (3|c))) in the dual P systerfi, with BRI = {75, 73}, RIl =
{r1,75}, Rgl = {r3}, wherer; = ¢ — (a,out), 72 = ¢ — a,73 = ¢ — (e, out),
72 = d — (a,ing) andrs = e — (b,ins). For a system of multisets of rulgg =
(r1 + 79, 2r4, 3r5) in I1 the dual iSR = (27 + 72,71 + 375, 0pr1).
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d d
r1:a— (c,in2) raic—a
ro:ia —c r1:d — (a,in)
cte dual cte -
M 1 r3:e— (c,ing) — 1 71 : ¢ — (a,out) M
2 rs:a — (d,out) 2 75 : e — (b, in3)
c 3 c

rs : b — (e, out) 73 : ¢ — (e, out)

The definitions for validity and maximal validity of a systeshmultisets of rules are
the same as in Section 3. However, we need to extend the definitreverse validity
to describe situations arising from a rule being moved.

Definition 7 A system of multisets of rulé8 = (Ry,...,R,,) for a P systenil is
calledreversely validn the configuration\/ if:

e R is valid in the configuratiod/ (i.e.lhs(R;) < w;(M));

e Vi € {1,...,m}, thereis no ruler = u — v € R such thatrhs(r) = v <
wi(M) — th(Rl),

e Vi € {1,...,m} such that there existgarent(i), there is no ruler = v —
(v,in;) € Rparem( such that < w;(M) — lhs(R;);

e Vi,j € {1,...,m} such thaparent(j) = i, there is no rule = v — (v, out) €
R such thaty < w;(M) — lhs(R;).

While this definition is more complicated than the one in ®ec8, it can be seen in
the proof of Proposition 4 that it is exactly what is requitedeverse a computation in
which a maximally parallel rewriting takes place.

Example 3 continuedVe look forR reversely valid in}/. Sinceﬁ must be validR,
can be equal tﬁRH or ry; R2 equal toORH, 71, T5 OF 71 + 75 R3 equal toORH or r3.
According to Definition 7, we can look at any of those posgib# for R; to see if it
can be a component of a reversely valid systRmin this example the only problem
(with respect to reverse validity) appears wkﬁ@ = ORﬁ or whenﬁg =711, Since in

both cases we have < wy (M) — th(RQ) and rulec — (e,out) € Rﬁ Let us see
Why we exclude exactly these two cases. Suppb;s& r1 and, for exampleRl =Ty,
Ry = 3. If R is applied M rewrites to(1|(a,ins2); (2|(a, out) + €; (3|(e, out)))); after
message sending, we obtdina; (2]a + 2¢; (3|00))) which cannot rewrite td/ while
respecting maximal parallelism (otherwise there wouldegpwoc’s in the membrane
P with label3). The same thing would happen whéva = ORzﬁ
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In P systems with communication rules we work with both réwg and message send-
ing. We have presented two semantics for rewriting in Sac8p—,,, (maximally
parallel rewriting) and— ;. (inverse maximally parallel rewriting). They are also used
here, with the remark that the notion oéversely valid systetnas been extended (see
Definition 7).

Before giving the operational semantics for message sgna@ present a few more

notations. Given a multiset : 2 — N we define the multisetshj (w), out(w), in;(w)

which consist only of objects (i.8upp(obj(w)), supp(out(w)), supp(in;(w)) < O),

as follows:

w) contains all the objects froma: obj(w)(a) = w(a),Va € O;

contains all the objecta which are part of a messade, out) in w:

(a) = w(a,out),Va € O;

¢ in;(w) contains all the objectswhich are part of a message, in;) in w: in;(w)
(a) =w(a,in;),Ya € O,Vj € {1,...,m}.

e 0bj
o out
out

w
w

N~ A~
— D

Definition 8 For a intermediate configuration/, M —,, N if and only if

Wy (N) = Ob] (wz (M)) +in; (wparent(i) (M)) + Z OU't(wj (M))
jEchildren(i)

To elaborate, the message sending stage consists of erasgsgges from the multiset
in each inner membrane with labgladding to each such multiset the objeetsor-
responding to messagés, in;) in the parent membrane (inner membrane with label
parent(i)) and furthermore, adding the objectscorresponding to messagés out)

in the children membranes (all inner membranes with labgle children()).

Proposition 4 If M is a configuration ofI then

R . L~ R
M =pr—msg N impliesSN = . — o0 M.

If N is a configuration ofI then

R ~. . R
N = —msg M impliesM =, —msg N.

Proof We begin by describing some new notations. Consider a systenultisets of
rulesR = (R4, ..., R,,) fora P systenil with evolution rulesR!!, . .., RIl. We define
the following multisets of objects:
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[hs®b (Rs), rhs® (Ri), 1hs® " (R;), rhs®™ (Ry;), 1hs™ (R;), rhs™ (R;)

such that, for, v multisets of objects:

hs™(Ri)@) = Y Ri(r)ul@;  rhs¥R)@= Y Ri(r)v(a)

r=u—veRY r=u—vER]
lhs®* (R;)(a) = > Ri(r)-u(a); rhs”(Ri)(a) = > R
’I‘:u—)(’L),O’LLt)ER? 7‘=u—>('u,out)ER,li_I
BRI Y R e T RE)-
'r:u—»(v,in_j)ER{I 'r:u—»(v,in_j)ER{I

We have the following properties:

1hs°P (R;) = rhs® (R;) andrhs®? (R;) = lhs®% (R );

lhsom (R ) = ThS (ﬁparent( ) andrhs(mt( ) lhs"l’( parent(i));
if j € children(i) thenlhs™ (R;) = rhs®% (R yandrhs™i(R;) = lhs‘”“f(kvj);
s(R.) = s (R.)+ s (Re) + Xy contaroncy 5™ (R0).

Now we can prove the statements of this Proposition. We pooNs the first one; the
proof of the second one is similar. ;/ E)m;m,—>msg N then there exists an interme-
diate configuration? such thati/ Empr PandP —,, N.ThenR; are maxi-
mally valid inw; (M) andw;(P) = w;(M) — lhs(R;) + rhs(R;). Sincew;(M) is

a multiset of objects, it follows thathj(w;(P)) = w;(M) — lhs(R;) + rhs®® (R;).
If j € children(i) we havein;(w;(P)) = rhs™i (R;) and moreoverut(w;(P)) =
rhs®*(R;). SINCEP — g N We havew;(N) = obj(w;i(P)) + ini(Wparent(i) (P)) +

2 jechitaren(iy Out(w; (P)). Replacingw; (P), wparent(;) (P) andw; (P) we obtain

wi(N) = w;(M)—1hs(R;)+rhs™ (R;)+rhs™ (Rparent))+ >, rhs™(R;)
jEchildren(i)

which is equivalent to

wi(N) = wi(M) = lhs(Rq) + 1hs® (R;) + Ths”™ (Ri) + > 1hs™ (R;)
jEchildren(i)

ie. wi(N) = w;(M) — hs(R;) + lhs(R;). ThereforeR; is valid in w;(N), Vi €
{1,...,m}. Suppose thaR is not reversely valid inV. Then we have three possmm—
ties, given by Definition 7. First, if there ise {1,...,m}andr =u — v € RP such
thatv < w;(N) —lhs(R;) it means thaths(r) < w; (M) —lhs(R;), which contradicts
the maximal validity ofR;. Second, if there i$ € {1,...,m}andr = u — (v,in;) €
RII such thaty < w;(N) — lhs(R;) then agalrihs( ) < wi(M) — 1hs(R;)

parent(i

(contradiction). The third situation leads to the same i@iction. Thus, there exists
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an intermediate configuratiof in II such thatV 5. Q. We have to show that
Q —msg M, i.€.to prove

w; (M) = Obj(wv(Q)) +in; (wparent(i) (Q)) + Z OU’t(wj (Q))

jEchildren(i)

Sincew;(Q) = w;(N) — lhs(R:) + rhs(R;) it follows thatobj (w;(Q)) = w; (M) —

Ihs(R;)+7rhs® (R;). We also have that,; (Wperent(s) (Q)) = rhs'mi (Rparent(i)) and
out(w;(Q)) = rhs®**(R;). So the relation we need to prove is equivalent to

wz(ﬂ) = w;(M)—1hs(R;)+rhs°% (7%;)—1—7“/157:"’3 (ﬁparem(i))—k Z rhso (7%;)
jEchildren(i)

whichis true becausiés(R;) = 1hs®™ (R;)+1hs®* (Ri)+ 2 i conitareniy 15" (Ri)-
O O

5 An Alternative Approach

Another way to reverse a computatiﬁhgmp,ﬂmsg M is to move objects instead of
moving rules. We start by reversing all rules of the P syskEraince these rules can be
communication rules, by their reversal we do not obtain heolP system. For example,
arulea — (b, out) yields (b, out) — a, whose left-hand side contains the message
and therefore is not a rule. However, we can consider a nofiextended P system in
which we allow rules to also have messages in their left-tside. We move objects
present in the membranes and transform them from objectsegsages according to
the rules of the membrane system. The aim is to achieve & mddotm

R ~ R ~
—

M e N =gy Pifand only if P — gy N = M

An example illustrating the movement of the objects is tH®Wing:
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a d
r1:a — (c,in2) r1:a— (c,in2)
roia—c roia—c
a-+e c+e
1 r3:e — (c,ing) —mpr  —msg 1 r3:e— (c,in3)
2 r4:a— (d,out) 2 rq :a — (d,out)
3 b 3 ¢

r5 : b — (e, out) rs5 : b — (e, out)

ﬂﬁr+dual ‘Udual
(e,in2) d
71 : (¢,in2) — a 71 : (c,in2) — a
raic—a raic—a
(d, out) + (c,in3) c+e
1 73 : (c,ing) — e msg~ 1 73 : (c,ing) — e
2 74 :(d,out) — a 2 74 : (d,out) — a
(e, out) c
3 3 75 : (e,out) — b

75 : (e,out) — b

where the “dual” movement: 5, of objects between membranes is:

called by rulery
e ——

e din membrand d, out) in membrane;

called by ruler;
_—

e cin membrane ¢,ing) in membrand;;

called by rulers
bt AN

(

(
e ¢ in membrane (e, out) in membrane;
(

called by rulers . .
SECVEES, (e, ing) in membrane.

e cin membrane
By applying the dual rules, messages are consumed and tumuwedbjects, thus per-
forming a reversed computation to the initial membrane.

6 Conclusion

In this paper, we solve the problem of finding all the configioress N of a P system
which evolve to a given configuratiol/ in a single step by introducing dual P sys-
tems. The case of P systems without communication ruleseid as a stepping stone
towards the case of P systems with simple communicatios.rihethe latter case, two
approaches are presented: one where the rules are revaedoaed between mem-
branes, and the other where the rules are only reversed. @muwmbranes we employ
a semantics which is surprisingly close to the one givingtizimally parallel rewrit-
ing (and message sending, if any).

The dual P systems open new research opportunities. A protilectly related to the
subject of this paper is the predecessor existence probiemynamical systems [1].
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Dual P systems provide a simple answer, namely that a presectr a configuration
exists if and only if there exists a system of multisets oésulvhich is reversely valid.

Dualising a P system is closely related to reversible coatprt [3]. Reversible com-
puting systems are those in which every configuration isinbthfrom at most one pre-
vious configuration (predecessor). A paper which concesedfiwith reversible com-
putation in energy-based P systems is [2].

Further development will include defining dual P systemsH®ystems with general
communication rules. Other classes of P systems will alsstudied.
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Membrane computing is a formal framework of distributedgtlet multiset

processing. Due to massive parallelism and exponenti@esgame intractable
computational problems can be solved by P systems witheagtembranes in
polynomial number of steps. In this paper we generalize dpisroach from
decisional problems to the computational ones, by progidinsolution of a
#P-Complete problem, namely to compute the permanent of ayomatrix.

1 Introduction

Membrane systems are a convenient framework of describaignpmial-time solu-
tions to certain intractable problems in a massively parathy. Division of membranes
makes it possible to create exponential space in linear, soieable for attacking prob-
lems inNP and even inPSPACE Their solutions by so-called P systems with active
membranes have been investigated in a number of papersifde later focusing on
solutions by restricted systems.

The description of rules in P systems with active membrameslves membranes and
objects; the typical types of rules afe) object evolution(b), (c) object communica-
tion, (d) membrane dissolutiorie), () membrane division, see Subsection 2.2. Since
membrane systems are an abstraction of living cells, thebrames are arranged hier-
archically, yielding a tree structure. A membrane is calddeimentary if it is a leaf of
this tree, i.e., if it does not contain other membranes.

The first efficientsemi-uniform solutiorio SAT was given by Gh. Paun in [4], using
division for non—-elementary membranes and three elettritarges. This result was
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improved by Gh. Paun, Y. Suzuki, H. Tanaka, and T. Yokonmojb] using only division
for elementary membranes.

Different efficientuniform solutiondave been obtained in the framework of recognizer
P systems with active membranes, with polarizations ang asihg division rules for
elementary membranes ( [7], [6], [3], [9], [1], [8], and [}1]

The goal of this paper is to generalize the approach fromstatal problems to the
computational ones, by considering#®-Complete (pronounced sharp-P complete)
problem of computing theermanenbf a binary matrix; see also section 1.3.7 in [13]
for a presentation of Complexity Theory of counting probtem

Let us cite [14] for additional motivation:

While 3SAT and the other problems iINP-Complete are widely assumed to require an effort
at least proportional t@", wheren is a measure of the size of the input, the problemgmn
Complete are harder, being widely assumed to require art @ffoportional ton2™.

While attackingNP complexity class by P systems with active membranes have bee
often motivated byP Z NP problem, we recall from [15] the following fact:

If the permanent can be computed in polynomial time by anyhogtthenFP=#P which is an
even stronger statement thRr NP.

Here, by “any method” one understands “... on sequentialedars” and=P is the set
of polynomial-computable functions.

2 Definitions

Membrane computing is a recent domain of natural computiagesi by Gh. Paun in

1998. The components of a membrane system are a cell-likebnae@ structure, in

the regions of which one places multisets of objects whiabivevin a synchronous

maximally parallel manner according to given evolutioresiassociated with the mem-
branes.

2.1 Computing by P systems LetO be afinite set of elements called objects. In this
paper, like it is standard in membrane systems literatumgyiiset of objects is denoted
by a string, so the multiplicity of object is represented lbynber of its occurrences in
the string. The empty multiset is thus denoted by the empitygsth.

To speak about the result of the computation of a P system e the definition of a
P system with output.

Definition 1 A P system with outpull, is a tuple
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II=(O0,T,H,E,pi,wy,- - ,wy, R,ig), where:

O is the working alphabet of the system whose elements ardoaltijects.

T C O is the output alphabet.

H is an alphabet whose elements are called labels.

E is the set of polarizations.

14 IS @ membrane structure (a rooted tree) consisting eiembranes injectively
labelled by elements df .

w; IS a string representing aimitial multiset ovetO associated with membrarig
1<i<p.

R is afinite set of rules defining the behavior of objects fl@rand membranes
labelled by elements df .

io identifies the output region.

A configuration of a P system is its “snapshot”, i.e., the eatmembrane structure and
the multisets of objects present in regions of the systemiléMhitial configuration is
Co = (p,wn, -+ ,wp), each subsequent configuratiohis obtained from the previous
configurationC' by maximally parallel application of rules to objects andmieanes,
denoted byC' = C’ (no further rules are applicable together with the rules trens-
form C into C’). A computation is thus a sequence of configurations staftom Cj,
respecting relatior> and ending in a halting configuration (i.e., such one thatuhesr
are applicable).

The P systems of interest here are those for which all conipatagive the same result.
This is because it is enough to consider one computationttaroall information about
the result.

Definition 2 A P system with output monfluentf (a) all computations halt; and (b) at
the end of all computations of the system, regipcontains the same multiset of objects
fromT.

In this case one can say that the multiset mentioned in ()asrésult given by a
P system, so this property is already sufficient for convetnissage of P systems for
computation.

However, one can still speak about a stronger property: astesyisstrongly confluent
if not only the result of all computation is the same, but als®halting configuration is
the same. A yet stronger property is determinism: a P systeralieddeterministidf it
only has one computation.

In what follows we will represent computational problemsthples: domain, range
and the function (from that domain into that range) that setedbe computed. The
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notationPMC}, of the class of problems that are polynomially computabledmi-
uniform families of P systems with active membranes has hegaduced by M.J.
Pérez Jiménez and his group, see, e.g., [10]. The defini@ow generalizes it from
decisional problems to the computational ones.

Definition 3 LetX = (Ix, F,0x) be a computational problendx : Ix — F.We say
that X is solvable in polynomial time by a (countable) fanilyof confluent P systems
with outputIl = (II(u)),ery, @and we denote this h¥ € PMCY,, if the following are
true.

1 The familyII is polynomially uniform by Turing machines, i.e., theresexa deter-
ministic Turing machine working in polynomial time whichnstructs the system
I1(u) from the instance, € Ix.

2 The familyIT is polynomially bounded: for some polynomial functigem) for
each instance: € Ix of the problem, all computations ®f(«) halt in, at most,
p(|ul) steps.

3 There exists a polynomial-time computable functiea such that the familyI
correctly answersX with respect to( X, dec): for each instance of the problem
u € Ix, the functioniec applied to the result given Hy(«) returns exactly x (u).

We say that the famil¥I is a semi—uniform solutiormf the problemX .

Now we additionally consider input into P systems and we de#l P systems solv-
ing computational problems in @niformway in the following sense: all instances of
the problem with the sam&ze(according to a previously fixed polynomial time com-
putable criterion) are processed by the same system, orhvémicappropriate input,
representing the specific instance, is supplied.

If w is a multiset over the input alphabEtC O, then theinitial configurationof a P
systemll with an inputw over alphabekE and input regioriyy is

(/,L,’U)l," © Ly Wi —1, Wigg Uwvwin+1 e 7wp)~

In the definition below we present the notatiPMM Cx, of the class of problems that
are polynomially computable by uniform families of P sysgawith active membranes
introduced by M.J. Pérez Jiménez and his group, see[£0j, generalized from deci-
sional problems to the computational ones.

Definition 4 LetX = (Ix, F,0x) be a computational problem. We say ttiais solv-
able in polynomial time by a famillI = (II(n)),cn of confluent membrane systems
with input, and we denote it h¥Y € PMCrg, if
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1 The familyIT is polynomially uniform by TM: some deterministic TM counsts
in polynomial time the systefii(n) fromn € N.

2 There exists a paifcod, s) of polynomial-time computable functions whose do-
main is [x and a polynomial-time computable functidac whose range g,
such that for each € I'x, s(u) is a natural numberod(u) is an input multiset of
the systendl(s(u)), verifying the following:

2a The familyII is polynomially bounded with respect (&, cod, s); that is, there
exists a polynomial functiop(n) such that for each € Ix every computation of
the systenil(s(u)) with inputcod(u) halts in at mosp(|u|) steps.

2b There exists a polynomial-time computable functien such that the family[l
correctly answersX with respect tq X, cod, s, dec): for each instance of the prob-
lemu € Ix, the functiondec, being applied to the result given BY(s(u)) with
inputcod(u), returns exactly x (u).

We say that the famil¥I is a uniform solutionto the problemX.

2.2 P systems with active membranes To speak about P systems with active mem-
branes, we need to specify the rules, i.e., the elementedfdtr in the description of
a P system. They can be of the following forms:

e

(@) [a—wv];,
forhe Heec E,ac O,veOF
(object evolution rules, associated with membranes andritipg on the label and
the polarization of the membranes, but not directly invodvihe membranes, in the
sense that the membranes are neither taking part in thecafiph of these rules
nor are they modified by them);

®) al J5 = [b]52,
forh € H,ey,e0 € E,;a,b € O
(communication rules; an object is introduced into the meme; the object can
be modified during this process, as well as the polarizatich@ membrane can
be modified, but not its label);

(©) [a]5r = [ 1;7b,
forh € H,ey,e5 € E,a,b€ O
(communication rules; an object is sent out of the membrtreepbject can be
modified during this process; also the polarization of themoene can be modi-
fied, but not its label);

() [a ]}, =0,
forhe Hye € E,a,b€ O
(dissolving rules; in reaction with an object, a membrane loa dissolved, while
the object specified in the rule can be modified);

() [a ]y —[b ][]}
forh € H,eq,es,e3 € E,a,b,c € O
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(division rules for elementary membranes; in reaction veithobject, the mem-
brane is divided into two membranes with the same label,iplyssf different po-
larizations; the object specified in the rule is replacechimtivo new membranes
by possibly new objects).

OO I P O P P PO PR I PO P
for hg, h1,hes € H
(polarizationless division rules for non—elementary mesmies. If the membrane
with label hy contains other membranes than those with labelé.,, these mem-
branes and their contents are duplicated and placed in lestltopies of the mem-
branehg; all membranes and objects placed inside membrangk,, as well as
the objects from membrane, placed outside membranés and i, are repro-
duced in the new copies of membrang.

In this paper we do not need non—elementary membrane dividiesolution or rules
that bring an object inside a membrane; they are mentiondteimefinition for com-
pleteness.

The rules of type (a) are considered to only involve objeatsile all other rules are
assumed to involve objects and membranes mentioned indfficitand side. An appli-
cation of a rule consists in subtracting a multiset descrilbethe left-hand side from
a corresponding region (i.e., associated to a membranelab#l » and polarization
e for rules of types (a) and (d), or associated to a membrante lafiel » and polar-
izatione; for rules of type (c) and (e), or immediately outer of such amheane for
rules of type (b) ), adding a multiset described in the rigaihd side of the rule to the
corresponding region (that can be the same as the regionvitoere the left-hand side
multiset was subtracted, immediately inner or immediabeiter, depending on the rule
type), and updating the membrane structure accordinglgetied (changing membrane
polarization, dividing or dissolving a membrane).

The rules can only be applied simultaneously if they invaliferent objects and mem-
branes (we repeat that rules of type (a) are not consideregdtve a membrane), and
such parallelism is maximal if no further rules are applieab objects and membranes
that were not involved.

2.3 Permanent of a matrix The complexity clas#P, see [16], was first defined
in [12] in a paper on the computation of the permanent.

Definition 5 Let S, be the set of permutations of integers frano n, i.e., the set of
bijective functionsr : {1,---,n} — {1,---,n}. The permanent of a matrid =
(@i j)1<ij<n is defined as

perm(A) = Z Hai,n(i)'

ceSy i=1
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Informally, consider a combination of matrix elements containing one element from
every row and one element from every column. The permaneheisum over all such
combinations of the product of the combination’s elements.

A matrix is binary if its elements are either O or 1. In this €athe permanent is the
number of combinations of matrix elements with value 1, containing one element
from each row and one element from each column. For example,

101
perm | 010 | =2.
101

Unlike the determinant of a matrix, the permanent cannotimeputed by Gauss elimi-
nation.

3 Results

Theorem 1 The problem of computing a permanent of a binary matrix isale in
polynomial time by a uniform family of deterministic P syssewith active membranes
with two polarizations and rules of typés), (¢), (e).

Proof LetA = (a; ;) be ann x n matrix. We defineV = [log,(n)], andn’ = 2V <
2n is the least power of two not smaller thenThe input alphabet iE(n) = {(i, ) |

1 <i<mn, 1<j <n} andthe matrixA is given as a multisetr(A) containing
for every element; ; = 1 of the matrix one symba{:, j). Let the output alphabet be
T = {o}, we will present a P systeiiii(n) giving o?*"™(4) as the result when given
inputw(A) in regioniry,,) = 2.

II(n) = (O,T,H,E,u,wl,wg,R,l),
O=%Xn)UTU{c}U{di,a; |0<i<Nn}U{D;|0<i<n-+1}
U{(i,j, k)| 0<i<Nn—1,0<j<n—10<k<Nn-—1,
0<1<n' -1},

p=[11511, H={1,2}, E={0,1},
wlz)\, U}QZdo.

and the rules are presented and explained below.
Al [(i,5) = (Ni—1,j—1,Nn—1,0)]5,1<i<n,1<j<n

Preparation of the input objects: tuple representatiofarinal meaning of the tuple
componentsis 1) number of steps remaining until i@syprocessed, 2) column number,
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starting from 0, 3) number of steps remaining until all rows processed, 4) will be
used for memorizing the chosen column.

A2 [d;]5 — [dis1 ]9 dit1]5,0<i<Nn—1lecE
Division of the elementary membrane fdin times.

A3 [<i,j,k,l>—><i—1,j,k—1,21+e>];,
0 <i< Nn—1,iis notdivisible by,
0<j<n—1,1<k<Nn-1,0<i<(n—1-¢)/2,e€e E

For i times, duringN — 1 steps input objects corresponding to rewnemorize the
polarization history. The binary representation of thesg#rocolumn for the current row
corresponds to the history of membrane polarizations dukirsteps.

A4 [<i,j,k,l>—>)\]§,
0<i<Nn-1,0<j<n-1,1<k<Nn-1,
n—1-e)/2<i<n'/2-1,e€FE

Erase all input objects if the chosen column is invalid, itse.number exceeds — 1.

A5 [(i,5, k1) = (i —1,5,k—1,0)]3,
1<i<Nn—-1,0<j<n-—1,j#2+e,
0<k<Nn-1,0<i<(n—-1-—¢)/2,ec E

If element’s row is not reached and element’s column is noseh, proceed to the next
row.

A6 [<i,j,k,l>—>)\]§,
1<i<Nn—-10<j<n—1j=2+e,
0<k<Nn-1,0<i<(n—-1-—¢€)/2,e€ E

Erase the chosen column, except the chosen element.

A7 [(O,j,kj,l)—w\];,
0<j<n—1,j#2+e,
0<k<Nn-1,0<i<(n—-1-—¢€)/2,ec E

Erase the chosen row, except the chosen element.
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A8 [(O,j,k,l)aak,l]g,
0<j<n-—-1,7=2+e¢,
0<k<Nn-1,0<i<(n—1-—¢)/2,e€ E

If chosen element is present (i.e., it has value 1 and itsneolhas not been chosen
before), produce objeat; .

A9 [ap —ar-1]51<k<Nn-1leckE

Objectsa;, wait until all rows are processed. Then a membrane represeslution if
n copies ofa, are present.

Bl [dnn — Di_cc"™¢]5, e € E

If polarization is O, produce copies of object and a counteP;. Otherwise, produce
one extra copy of and set the counter tD; this will reduce to the previous case in
one extra step.

B3 [ao ]y — [ ]5a0
B4 [D; — Diy1]5,0<i<n

Each object;y changes polarization to 1, the counfey counts this, and then object
resets the polarization to 0.

B5 [Dyt1]y — [ 150

If there aren chosen elements with value 1, send one ohjemit.

The system is deterministic. Indeed, for any polarizatiod any object (other thad;,

i < Nn, ¢, ag or Dy, 41), there exist at most one rule of type (a) and no other aswsatia
rules. As for the objects in parentheses above, they haveles of type (a) associated
with them and they cause a well-observed deterministic\iehaf the system: division
rules are applied during the firdfn steps; then, depending on the polarization, symbols
ap Of c are sent out; finally, wherevép,, , ; is produced, it is sent out.

The system computes the permanent of a matrix in at m@st N) + 1 = O(nlogn)
steps. Indeed, firsn steps correspond to membrane divisions correspondingde fin
ing all permutations of5,,, see Definition 5, while the following steps correspond to
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counting the number of non-zero entries of the matrix asggedito these permutations
(there are at mostn + 1 of them since the system counts to at mestnd each count
takes two steps; one extra step may be needed for a techie@sains: to reset tothe
polarization of membranes that had polarizaticafter the firstNn steps). O

It should be noted that requirement that the output regidhdsenvironment (typically
done for decisional problem solutions) has been droppet Makes it possible to
give non-polynomial answers to the permanent problem (whi@ number betwedn
andn!) in polynomial number of steps without having to recall fr¢@hrules sending
objects out that work in parallel.

4 Discussion

In this paper we presented a solution to the problem of comgwt permanent of a
binary matrix by P systems with active membranes, namelly tib polarizations and
rules of object evolution, sending objects out and membudivision. This problem
is known to be#P-Complete. The solution has been preceded by the framewatk t
generalizes decisional problems to computing functions: the answer is much more
than one bit. This result suggests that P systems with actermbranes without non—
elementary membrane division still compute more than dmussof the problems in
NP.
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We consider the problem of synchronizing the activity ofrabmbranes of a
P system. After pointing at the connection with a similarigpeon dealt with
in the field of cellular automata where the problem is calleel firing squad
synchronization problent’S\S P for short, we provide two algorithms to solve
this problem. One algorithm is non-deterministic and wark2h + 3, the other
is deterministic and works iBh + 3, whereh is the height of the tree describing
the membrane structure.

1 Introduction

The synchronization problem can be formulated in generadgevith a wide scope of

application. We consider a system constituted of expjiédentified elements and we
require that starting from an initial configuration whereeoglement is distinguished,
after a finite time, all the elements which constitute theesysreach a common feature,
which we callstate, all at the same time and the state was never reached befaryby
element.

This problem is well known for cellular automata, where itsaatensively studied
under the name of th&ring squad synchronization problefiSSP): a line of soldiers
have to fire at the same time after the appropriate order ofn@rgéwhich stands at
one end of the line, see [2,5, 4,9-11]. The first solution efghoblem was found by
Goto, see [2]. It works on any cellular automaton on the lift@w cells in the minimal
time, 2n—2 steps, and requiring several thousands of states. A bit Miasky found
his famous solution which works B, see [5] with a much smaller number of states,
13 states. Then, a race to find a cellular automaton with thedlest number of states
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which synchronizes i8n started. See the above papers for references and for the best
results and for generalizations to the planar case, see{9¢éults and references.

The synchronization problem appears in many differentexst in particular in biol-
ogy. As P systems model the work of a living cell constitutéchany micro-organisms,
represented by its membranes, it is a natural question $e thie same issue in this
context. Take as an example the meiosis phenomenon, itlplsogtarts with a synchro-
nizing process which initiates the division process. Matuglies have been dedicated
to general synchronization principles occurring during ttell cycle; although some
results are still controversial, it is widely recognisedttithese aspects might lead to
an understanding of general biological principles usedudysthe normal cell cycle,
see [8].

We may translate FSSP in P systems terms as follows. Stéirtingthe initial configu-
ration where all membranes, except the root, contain safeetsiihe system must reach
a configuration where all membranes contain a distinguisiigtbol, F'. Moreover, this
symbol must appear in all membranes only during at the symihation time.

The synchronization problem as defined above was studietl] ifof two classes of
P systems: transitional P systems and P systems with pe@and polarizations. In
the first case, a non-deterministic solution to FSSP wasepted and for the second
case a deterministic solution was found. These solutiord aetime3h and4n + 2h
respectively, where is the number of membranes of a P system arislthe depth of
the membrane tree.

In this article we significantly improve the previous restift the non-deterministic case.
In the deterministic case, another type of P system was deresi and this permitted to
improve the parameters. The new algorithms synchronizedhesponding P systems
in 2h + 3 and3h + 3 respectively.

2 Definitions

In the following we briefly recall the basic notions conceqniP systems. For more
details we refer the reader to [6] and [12].

A transitional P system of degreeis a construct
M= (0, pu,wi,...,wn,R1,...,Ru,ip),
where:
1. Ois afinite alphabet of symbols called objects,

2. 1 is a membrane structure consistingrofmembranes labelled in a one-to-one
manner byl, 2, ..., n (the outermost membrane is called gienmembrane),
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3. w; € O*, for eachl < i < nis a multiset of objects associated with the region
(delimited by membrang,

4. foreachl < i < n, R; is a finite set of rules associated with the regiomhich
have the following formu — vy, tari;ve, tars;. . .; vy, tar,, whereu € O,
v; € O andtar; € {in,out, here,in!},

5. ip is the label of an elementary membrane.dhat identifies the output region.

A transitional P system is defined as a computational dexdosisting of a set of hi-
erarchically nested membranes that identifglistinct regions (the membrane structure
1) where, to each region a multiset of objects; and a finite set of evolution rulegg;,

1 <i < n are assigned.

An evolution ruleu — vy, tary;va, tars;. . .; vy, tar, rewritesu by vy, ..., v,, and
moves eacly; accordingly to the targetr;. If the tar; target ishere, thenv; remains
in membrang. Targethere can be omitted in the notation. If the target; is out, then
v; is sent to the parent membraneoff the targetar; isin, thenv; is sent to any inner
membrane of chosen non-deterministically. If the target; is equal toin!, thenv; is
sent to all inner membranes ofa necessary number of copies is made).

A computation of the system is obtained by applying the rides non-deterministic
maximally parallel manner. Initially, each regiancontains the corresponding finite
multisetw;.

A computation is successful if starting from the initial éigiration it reaches a con-
figuration where no rule can be applied. The result of a sisfaesomputation is the
natural number obtained by counting the objects that arggpited in regiofy. Given a
P systendl, the set of natural numbers computed in this waylig denoted byV (1T).
In the sequel we shall omig since it is irrelevant for FSSP.

A transitional P system with promoters and inhibit@ssa construct
I = (O,M,'[Ul,. .. awn7R1a' "aRn7i0)a

defined as in the previous definition, where the set of rulescoatain rules of the form
u — v1,tary;ve,tars;. . Uy, tar, |p7ﬁQ,

where P € O is thepromoter Q € O is theinhibitor, tar; € {in, out, here,in!},

u € OF andv; € O. If P and/orQ are absent, we shall omit them. The meaning of
promoter and inhibitor (if present in a rule) is followindgpd rule is not applicable unless
the promoter object exists in the current membrane, whaertite is applicable unless
the inhibitor object is present in the current membrane.

As above, the targétere, which can be omitted in the notation, means that the object
remains in the current membrane and thétarget sends the corresponding object to
all inner membranes at the same time, making the right nuwfomapies.



74 Fast synchronization in P systems

Each rule may be applied if and only if the corresponding memé does contain the
objectP and does not contain the obj&gt A computational step is obtained by apply-
ing the rules in a non-deterministic maximally parallel man

In the sequel, we will use transitional P systems withoutstirtjuished compartment
as an outputi, as this is not relevant for FSSP.

We translate the FSSP to P systems as follows:

Problem 1 For a class of P systentsfind two multiset3V, W' € O*, and two sets of
rulesR, R’ such that for any P systehh € C of degreen > 2 having

w1 =W, Ri =R',w; =W andR; = R forall i in {2..n}, assuming that the skin membrane
has the number 1

it holds

¢ If the skin membrane is not taken into account, then theaingtnfiguration of the
system is stable (cannot evolve by itself).

e If the system halts, then all membranes contain the desgnstmbolF’ which
appears only at the last step of the computation.

3 Non-deterministic case

In this section we discuss a non-deterministic solutiom®sRSSP using transitional P
systems. The main idea of such a synchronization is basduediadt that if a signal is
sent from the root to a leaf then it will take at m@dét steps to reach a leaf and return
back to the root. In the meanwhile, the root may guess theevallh and propagate it
step by step down the tree. This takes @bsteps:h to guess the root, andto end the
propagation and synchronize. Hence, if the signal sentetdethf, having depth < h,
returns at the same moment that the root ended the propagtiten the root guessed
the valued. Now, in order to finish the construction it is sufficient ta off cases when
d < h.

In order to implement the above algorithm in transitionalyBtems we use following
steps.

e Mark leaves and nodes (nodes®ynd leaves bys).

e From the root, send a copy of symhotlown. Any inner node must take onén
order to pass to stat®. If some node is not passed to statehen when the signal
c will come inside, it will be transformed tét.

e Then end of the guess is marked by signebymbolsS in leaves are transformed
to S and those in inner nodes &Y'.
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¢ In the meanwhile the height is computed with the hel@gf If a smaller height
d < his obtained at the root node, then either the syndiyolvill arrive to the root
node and it will contain some symbdis- then the symbo# will be introduced at
the root node, or the guessed value willband then there will be an inner node
with S or a leaf withS (because we have at mastettersa) which leads to the
introduction of# in corresponding node.

Now let us present the system in details.

Letll = (O, p,w1,...,wy, R1,..., Ry,) the P system to be synchronized, whiyés
not mentioned as it is not relevant for the synchronizafi@solve the synchronization
problem, we make the following assumptions on the objebts embranes and the
rules. We consider that is an arbitrary membrane structure and

0= {S, S’, Sl, SQ, Sg, Cl, CQ, Cg, Sl, S”, Sm, a, b, C, F, #}
We also assume that; = {5}, wherew; is the contents of the skin membrane and

that all other membranes are empty. The sets of ritgs, . ., R,, are all equal and they
are described below.

Start:
S1 — 89;C; S,inl; Cy,in 1)
Propagation of: ~
S — S5:85,in! 2
Root counter (guess):
Sy — So;b;a,in! Sy — S3;¢,in! 3)
Propagate:: ~
Sa — S a — bya,in! 4)
Propagate:
cS" — 5" ¢ in! cSa — S" (5)
Decrement:
S/Ib N SI/ S/I/a N SI/I (6)
Sl/ — F Sl// — F (7)

Sgb — 53 (8)
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Height computing:
g p gCl—>C’1,in CQ—>CQ,in (9)
C1Cy — C3 Cy — # (10)
C3 — C3,out (11)
Root firing:
C383 — F (12)
Traps: _
cS — # cS — # Cs — # (13)
aF — # bF — # #— # (14)

We affirm that the systerfl has the desired behavior. Indeed, let us consider the func-
tioning of this system.

Rule (1) produces objects, C;, Cy and S;. ObjectS will propagate down the tree
structure by rule (2), leaving in all intermediate nodes angl in the leaves. Objects
C1 andC> will be used to count the time corresponding to twice the kdepbf some

elementary membrane by rules (9)-(11) (trying to guess thgimal depth). Finally,

objectS; will produce object® in some multiplicity by rules (3).

Together with object$, objectsa are produced by the first rule from (3), and they
propagate down the tree structure by (4), one copy beingasttet at each level.

After the root finishes guessing the depth (second rule f ¢®jectc propagates down
the tree structure by (5), producing objests at intermediate nodes and objests at
leaves; recall that the root has objett These three objects perform the countdown
(and then the corresponding nodes fire) by rules (6). As ferdot, at firing by (12) it
also checks that the timing matches twice the depth of the naited byC; andCs.
The rules (13)-(14) handle possible cases of behavior ofystem, not leading to the
synchronization.

Now we shall present a more formal proof of the assertion abdke have the following
claims.

e We claim that the symbal's will appear at the root node at the tié+ 2, d < h,
whereh is the height of the membrane structure ahd the depth of the leaf
visited byC . Indeed, by rules (9) symbols, andCs, initially created by rule (1),
go down until they reach a leaf. If they do not reach the same fleen the symbol
# is introduced byC5. The symbolC> reaches the leaf (of deptf) afterd + 1
steps. After tha’; andC,, are transformed to the symb6} (1 step) which starts
travelling up until it reaches the root nodégteps).
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e We claim that all nodes inner nodes will be marked$ynd the leaves will be
marked bysS. Indeed, rule (2) permits to implement this behavior.

e Letd+ 2,0 < d < h be the moment when the root stops the guess of the tree
height (the second rule from (3) has been applied). At thisnerat the contents of
wy is S3b? andc starts to be propagated. Now consider any noggcept the root.
We claim that:
If = is of depthi then symbok will reachz at timed + ¢ + 1 and the number of
lettersa (respectively letters) present at: if it is a leaf (respectively inner node)
is a®®? (respectivelyp?©(+1)), wherec denotes the positive substraction.
The proof of this assertion may be done by induction. Iditjalt stepd+2, symbol
c is present in all nodes of depth Let x be such a node. It is a leaf, then it
receivedd copies ofa. Otherwise, ifx is an inner node, it must contaihe 1
lettersh (d lettersa reached this node and all of them except one were transformed
to b). The induction step is trivial since the lettepropagates each step down the
tree and because the number of letiereaching a depthis smaller by one than
the number of: reaching the depth— 1.

e From the above assertion it is clear that all nodes at tiahe- 2 will reach the
configuration where there are no more letteenda. Hence, all nodes, including
the root node, up to depthwill synchronize at timed + 3.

Now, in order to finish the proof it is sufficient to observetttial # h then either there
will be a symbolS in an inner node or the deepest leaf (having the déptwill not
contain object: (because only lettersa will be propagated down). Hence, whewill
arrive at this node, it will be transformed 6.

Example 1. We present now an example and discuss the functioning of/8ters on
it. Consider a systerfl having 7 membranes with the following membrane structure:

2/ 1\3
AN,
|

7

Now consider the evolution of the systdinconstructed as above. We representitin a
table format where each cell indicates the contents of theesponding membrane at
the given time moment. Since the evolution is non-deterstiyiwe consider firstly the
correct evolution and after that we shall discuss unsuédessses.
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Step wy wWo w3 wy | ws We wy
0| Si
1 S0 S | SCy
2 | Sob | Sa |SaCy| S | S | SOy
3 | Sebb| Saa | S'a | S | S | SCy | SC;
4 |Sybbb| Saaa| S'ba | Sa | Sa | Sa |SCiCs
5 [S3bbb|Saaac| S'bbc | Saa | Saa| S’a | SCs
6 | S3bb|S"aa| S"bb |Saac|Saac|S'bcCs| Sa
7 | S3b | S8"a|S"bC5|S5"a|S"a|l S"b | Sac
8 |S3Cs| S | S” | S| S| S S
9 F F F F F F F

The system will fail in the following cases:

1. SignalgCy andC> go to different membranes.

2. Some symbobk is not transformed t&’ (or the deepest leaf does not contain a
lettera).

3. S5 appears in the root membrane aftéy appears in a leaf.
4. The branch chosen lgy; is not the longest (it has the depthd < #).

A possible evolution for the first unsuccessful case is regmeed in the table below:

Step w1 | wa | w3 |wa|ws| we | wr
01| S

1 |S2C5 S |SCy

2 | Sob |SaCy| Sa | S|S|SCy

3 | Sobb|Saa#| S'a| S| S| S |SCy

A possible evolution for the second unsuccessful case resepted in the table below:
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Step wy wWo w3 Wy ws We wy

0| S1

1 150y S | SCy

2 | Sob | Sa |SaCy| S S SCq

3 | S5bb| Saa | Sba | Sa Sa | SaCsy | SCy

4 |S5bbb| Saaa | Sbba| Saa | Saa | S'a |SC1Cs
5 |Ssbbb|Saaac|Sbbbe| Saaa | Saaa| S'ab | aSCs
6 | S3bb | S aa|#bbb|Saaac|Saaac|S'bbcCs| Saa

A possible evolution for the third unsuccessful case isesgnted in the table below:

Step  w; Wo w3 Wy ws We wy
0 S1
1| S50, S SCy
2 | Sy Sa SaCy S S SCy
3 | Sybb | Saa S’a S S SCy | SCy
4 | Sobbb | Saaa | S'ba Sa Sa Sa |SC.Cy
5 | Sobbbb| Saaaa | S'bba | Saa | Saa | S'a | aSCs
6 | S3bbbb |Saaaac| S'bbbc | Saaa | Saaa |S'baCs| Sa
7 | S3bbb | S aaa |S"bbbCs|Saaac|Saaac| S'bbe | Saa
8 [S360Cs| S"aa | S"bb |S"aa|S"aa| S"bb | Saac
9 | Ssb# | S"a S"b | 8"a | 8"a | S"b | §"a

A possible evolution for the fourth unsuccessful case iseggnted in the table below:

Step ws wa w3 Wy ws | wg | wy
0 S

1| S0, S SCy

2| Seb | Sa | SaCy | S | SC, | S

3 | Sybb | Saa | Sa S |SCiCy| S | S
4 | Sobbb | Saaa| S'ba | Sa | SaCs | Sa | S
5 | S3bbb |Saaac|S'bbcCs| Saa | Saa |S'a| S
6 |S3bbCs|S" aa| S"bb |Saac| Saac |S’bc| Sa
7 | S3b# | S"a | S"bC3 | S"a| S"a |S"b|Sac
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4 Deterministic case

Consider now the deterministic case. We take the class o$tersyg with promoters and
inhibitors and solve Problem 1 for this class.

The idea of the algorithm is very simple. A symli¢] is propagated down to the leaves
and at each step, being at a inner node, it sends back a gigrdlthe root a counter
starts to compute the height of the tree and it stop if and ibtihere are no more signals
C. Itis easy to compute that the last sighawill arrive at time2h — 1 (there are: inner
nodes, and the last signal will continue for- 1 steps). At the same time the height is
propagated down the tree as in the non-deterministic case.

Below is the formal description of the system.

The P systendl = (O, u,wy,- -+ ,wp, Ry, , Ry,) for deterministic synchroniza-
tion is present below. We consider thatis an arbitrary membrane structure. The set
of objects isO = {51, S2, 53,54, 9,5,5",8",8",C1,Cs,C,a,a’,b, F}, the initial
contents of the skin i, = {5}, the other membranes are empty. The set of rules
Ry, ..., R, areidentical, they are presented below.

Start S1 — S2;Cy3 S, inl; Oy, i (15)

Propagation of: S — 5.8, in! (16)

Propagation o”' (height computing signal):

C1 — C4,in! Cy — C;Co,1n!; C, out a7

C1Cy — ¢ Cy — C; Cy,in! (18)

C — C,out (19)

Root counter: Sy — S Sy — S bia, in! |o (20)
C — e s, S5 — S3 |c (21)

C—e |S§ Sé - S4;CLI,iTL! |—\C (22)

P i A
ropagation ot Sa — S’ a — bya,in! |s (23)

End propagate af:
a8 — S";d,in! a'Sa — 8" (24)
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Decrement:
S//b s S// S,/Ia s S/I/ (25)
S" — F | S — F |- (26)
Root decrement:
Sab — Sy Sy — F | (27)

We now give a structural explanation of the system. Rule (¥6yluces four objects.
Similar to the system from the previous section, the propagaf objectS by (16)
leads to marking the intermediate nodes$ynd the leaves bg. While objectsC;,
C> propagate down the tree structure and send a continuo@srstrEobjects” up to
the root by (17)-(19), object, counts, producing by rules (20)-(22) an objéavery
other step.

When the counting stops, there will be exadtlgopies of objecb in the root. Similar

to the construction from the previous section, objectse produced together with ob-
jectsb by the second rule from (20). Objectsare propagated down the structure and
decremented by one at every level by (23).

After the counting stops in the root (the last rule from (22pjecta’ is produced. It
propagates down the tree structure by (24), leading to theapance of objects” in

the intermediate nodes aid” in the leaves. These two objects perform the countdown
and the corresponding nodes fire by (25). The root behavesimitar way by (27).

The correctness of the construction can be argued as follbwiakesh + 1 steps for

a symbolCs, to reach all leaves. All this time, symbal$ are sent up the tree. It takes
further h — 1 steps for all symbol€” to reach the root node, and one more step until
symbolsC disappear. Therefore, symbalappear in the root node every odd step from
step3 until step2h + 1, soh copies will be made. Together with the productiorb®f

in the root node, this number propagates down the tree, l@ogemented by one at
each level. For the depththe numbeh — i is represented, during propagation, by the
multiplicity of symbolsa (one additional copy ofi is made) in the leaves and by the
multiplicity of symbolsb in non-leaf nodes. Afte2h + 2 steps, the root node starts the
propagation of the countdownd., decrement of symbolsor b). For a node of depth

it takes: steps for the countdown signaf’] to reach it, anothek — i steps to eliminate
symbolsa or b, so every node fires aft@h + 2 + i + (h — i) + 1 = 3h + 3 steps after
the synchronization has started.

Example 2. Consider a P system having same membrane structure as tamgysm
Example 1. We present below the evolution of the system mdase.
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Step ws wa w3 Wy ws We wy
01| S
1 SQCé SCy | SCy
2 | S3C |SC1Cy| SCy | SCy | SOy | SCy
3 | S46C | Sa | SaC |SC1Co|SC10| SCy| SCy
4 |S3bC| Sa | S'C S S | SC [SC1Cy
5 |S4bbC| Saa |S'aC'| S S S S
6 |S30bC| Saa | S'b | Sa Sa | Sa S
7 | SLbbb | Saaa | S'ba | Sa Sa | S S
8 | S4bbb |a’Saaala’S’bb| Saa | Saa | S'a S
9 | Subb | S"aa | S"bb | a'Saa|a' Saa|a’'S'b| Sa
10| S4b | S"a | S"b | 8"a | $"a | S'b | d’Sa
11| Sy S Sl s S st s
12 F F F F F F F

5 Conclusions

In this article we presented two algorithms that synchrenizo given classes of P
systems. The first one is non-deterministic and it synclzemthe class of transitional
P systems (with cooperative rules) in tirie+ 3, whereh is the depth of the membrane
tree. The second algorithm is deterministic and it syncizesthe class of P systems
with promoters and inhibitors in tim&h + 3.

It is worth to note that the first algorithm has the followingéresting property. After
2h steps either the system synchronizes and the olsjestintroduced, or an objegt
will be presentin some membrane. This property can be usedglan implementation
in order to cut off failure cases.

The results obtained in this article rely on a rather strarget indicationjn!, which
sends an object to all inner membranes. It would be interg$ti investigate what hap-
pens if such target is not permitted. However, we conjecthat a synchronization
would be impossible in this case.

The study of the synchronization algorithms for differelatsses of P systems is impor-
tant as it permits to implement different synchronizatibategies which are important
for such a parallel device as P systems. In particular, witths@pproach it is possible to
simulate P systems with multiple global clocks by P systeliitis @ne global clock. It is
particulary interesting to investigate the synchronmatproblem for P systems which
cannot create new objects, for example for P systems witlpsytiantiport.
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We consider (tissue) P systems using noncooperative rhlgsconsidering
computations without halting conditions. As results of anpoitation we take
the contents of a specified output membrane/cell in eaclvateann step, no
matter whether this computation will ever halt or not, euatly taking only re-
sults completely consisting of terminal objects only. Thenputational power
of (tissue) P systems using noncooperative rules turnsmhbetequivalent to
that of (E)OL systems.

1 Introduction

In contrast to the original model of P systems introducedbinip this paper we only

consider noncooperative rules. Moreover, as results ohagpcation we take the con-
tents of a specified output membrane in each derivation stepnatter whether this
computation will ever halt or not, eventually taking onlysudts completely consisting
of terminal objects. In every derivation step, we apply trelitional maximal paral-

lelism. Other derivation modes could be considered, tog,fouexample, applying the
sequential derivation mode would not allow us to go beyonatexi-free languages.
As the model defined in this paper we shall take the more geoee of tissue P

systems (where the communication structure of the systean @&rbitrary graph, e.g.,
see [4], [2]), which as a specific subvariant includes thginal model of membrane
systems if the communication structure allows for arragdtre cells in a hierarchical
tree structure.

The motivation to consider this specific variant of tissueyBtams came during the
Sixth Brainstorming Week in Sevilla 2008 when discussing itteas presented in [3]
with the authors Miguel Gutiérrez-Naranjo and Mario RPédanénez. They consider
the evolution of deterministic (tissue) P systems with $ar{pe., noncooperative) rules
and aim to find a mathematically sound representation of systems in order to de-
duce their behavior and, on the other hand, to find suitabteesponding P systems
for a given mathematical system with specific behavior. VEasrin that paper only de-
terministic P systems are considered, which allows for aheragtical representation
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like for deterministic OL systems, and as well real valuedtie coefficients assigned to
the symbols are allowed, in this paper we restrict oursdivese non-negative integer
coefficients commonly used in traditional variants of (iissP systems.

We shall prove that the computational power of extendeddi$ssystems using nonco-
operative rules is equivalent to that of EOL systems wheimtpéll results appearing in
the specified output cell consisting of terminal objects/onl

The present paper is organized as follows. Section 2 briefiglls the notations com-
monly used in membrane computing and the few notions of fblanguage theory that
will be used in the rest of the paper; in particular, we replogtdefinition of (extended)
Lindenmayer systems. Section 3 is dedicated to the definitidissue P systems with
noncooperative rules working in the maximally parallelidation mode. The compu-
tational power of these classes of (extended) tissue Pregstethen investigated in
Section 4 in comparison with the power of the correspondilagses of (extended)
Lindenmayer systems. Some further remarks and directimmfsifure research are dis-
cussed in the last section.

2 Preliminaries

We here recall some basic notions concerning the notatiomsmonly used in mem-
brane computing (we refer to [6] for further details and tpff% the actual state of the
art in the area of P systems) and the few notions of formallagg theory we need in
the rest of the paper (see, for example, [8] and [1], as wdlV pfor the mathematical
theory of L systems).

An alphabet is a finite non-empty set of abstract symbolse@i&n alphabeV’, by
V* we denote the set of all possible strings oVérincluding the empty string\.
The length of a string: € V* is denoted byz| and, for eactu € V, |z|, denotes
the number of occurrences of the symlaoin z. A multiset overV is a mapping
M : V — N such thatM(a) defines the multiplicity ofa in the multisetd/ (N
denotes the set of non-negative integers). Such a mulésebe represented by a string
at@) q)1e2) M) ¢ v+ and by all its permutations, with; € V, M(a;) > 0,

1 < j < n. In other words, we can say that each string= V* identifies a finite
multiset overV defined byM, = {(a,|z|,) | @ € V'}. Ordering the symbols iV in
a specific way, i.e.(ay,...,ay) such that{ai,...,a,} = V, we get a Parikh vec-
tor (||, ,...,|z|, ) associated with:. The set of all multisets ovér is denoted by
My, the set of all Parikh vectors biys (V*). In the following, we shall not distinguish
between multisets and the corresponding Parikh vectoxgrdivo multisetse andy,
with z,y € V*, we say that the multiset includes the multiseg, or the multisety is
included in the multiset, and we writez J y, ory C «, if and only if |z|, > |y],, for
everya € V. The union of two multisets andy is denoted by: LI y and is defined to
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be the multiset withz L y|, = |z|, + ||, for everya € V. Form,n € N, by [m..n]
we denotethe sdtr € N | m <z < n}.

An extended Lindenmayer system (an EOL system for shortganatructG = (V, T,
P,w), whereV is an alphabet]” C V is theterminalalphabetw € V* is theaxiom
andP is a finite set ohoncooperative rulesverV of the forma — . In a derivation
step, each symbol present in the current sentential formvsitten using one rule ar-
bitrarily chosen fromP. The language generated by denoted byL(G), consists of
all the strings ovefl” which can be generated in this way by starting framAn EOL
system withl" = V' is called a OL system. As a technical detail we have to merttiah
in the theory of Lindenmayer systems usually it is requiteat for every symbad from

V at least one rule — w in P exists. If for every symbal from 1 exactly one rule
a — w in P exists, then this Lindenmayer system is caldederministic and we use
the notations DEOL and DOL systems. B L and0L (DEOL and DOL) we denote
the families of languages generated by (deterministic) E@étems and OL systems,
respectively. It is known from [8] that' ' C FOL C CS, with C'F being the family
of context-free languages aidds being the family of context-sensitive languages, and
thatCF and0L are incomparable, witha?" | n > 0} € DOL — CF.

As the paper deals with P systems where we consider symbatisbjve will also con-
sider EOL systems as devices that generate sets of (vedjorsrenegative integers; to
this aim, given an EOL systetd, we define the set of non-negative integers generated by
G asthelengthseV(G) = { |z| | z € L(G) } as well asPs (G) to be the set of Parikh
vectors corresponding to the stringsii(G). In the same way, the length sets and the
Parikh sets of the languages generated by context-free@rtdxt-sensitive grammars
can be defined. The corresponding families of sets of (vea®rnon-negative inte-
gers then are denoted By X andPsX, for X € {E0L,0L, DEOL, DOL,CF,CS},
respectively.

3 Tissue P Systems With Noncooperative Rules

Now we formally introduce the notion of tissue P systems withcooperative rules by
giving the following definition.
Definition 1 Anextended tissue P system with noncooperative riglaxonstruct
II= (n7 ‘/7 T7 R7 007 7/0)
where
1. nis the number otells

2. V is afinite alphabet of symbols calletjects
3. T C V is afinite alphabet oterminal symbolgterminal objecty
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4. Ris afinite set of multiset rewriting rules of the form
(a, Z) — (bl, hl) . (bk, hk)

fori e [1..k],a € Vaswellash; € V andh; € [1.n], j € [1..k];

5. Cy = (wy,...,wy,), Where thew; € V*, i € [1..n], are finite multisets of objects
for eachi € [1..n],

6. i is theoutput cell

Arule (a,i) — (b1, hq1) ... (b, hi) in R; indicates that a copy of the symhboin cell i
is erased and instead, for gl [1..k], a copy of the symbdl; is added in celh;.

In any configuration of the tissue P system, a copy of the symliocell i is represented
by (a,1i), i.e.,(a,?) is an element of x [1..n].

ITis calleddeterministidf in every cell for every symbol fron¥” exactly one rule exists.

¢From the initial configuration specified by, ..., w,, ), the system evolves by transi-
tions getting from one configuration to the next one by apya maximal set of rules
in every cell, i.e., by working in thenaximally parallel derivation modeA computa-
tionis a sequence of transitions. In contrast to the common uBesg§tems to generate
sets of multisets, as a result of the P system we take therdsmé cellig, provided

it only consists of terminal objects only, at each step of aagnputation, no matter
whether this computation will ever stop or not, i.e., we dad take into account any
halting condition, which in the following will be denoted loxging the subscript (for
unconditional halting: the set of all multisets generated in that waylIbys denoted
by L, (II). If we are only interested in the number of symbols insteathefParikh
vectors, the corresponding set of numbers generatddisydenoted byV,, (IT).

The family of sets of multisets generated by tissue P syst&itis noncooperative
rules with at mosin cells in the maximally parallel derivation mode is denoted b
PsEOtP, (ncoo, maz,u) (uagain stands for unconditional halting). Considering only
the length sets instead of the Parikh vectors of the resbligimed in the output cell
during the computations of the tissue P systems, we obtaiffiatinily of sets of non-
negative integers generated by tissue P systems with npecative rules with at most
cells in the maximally parallel derivation mode, denoted¥b¥ Ot P,, (ncoo, mazx, u).
The corresponding families generated by non-extendedetiss systems — where all
symbols are terminal — are denoted Kt P,, (ncoo, max,u), X € {Ps, N}. For all
families generated by (extended) tissue P systems as déiffect, we add the symbol
D in front of ¢ if the underlying systems are deterministic. If the numbkecals is
allowed to be arbitrarily chosen, we replacé®y .

3.1 A well-known example Consider the DOL system with the only rule— aa,
ie.,
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G = ({a},{a},{a — aa},a).

As is well known, the language generatedbis {a*" | n > 0} and thereforeV (G) =
{2" | n > 0}.

The corresponding deterministic one-cell tissue P system i

= ({a},{a},{(a,1) = (a,1) (@, 1)}, (a)).

Obviously, we get,, (IT) = Ps (L (G)) andN (G) = N,, (II).

We should like to point out that in contrast to this tissue Bteyn without imposing
halting, there exists no tissue P system with only one synmbmhe cell

= ({a},{a}, R, (w))

that with imposing halting is able to generdt®* | n > 0}, because such systems can
generate only finite sets (singletons or the empty set):

e if w =\, thenN, (II) = {0};

e if Ris empty, thenV, (II) = {|wl|};

e if w # X\ andR contains the rule — A, thenN,, (IT) = {0}, because no compu-
tation can stop as long as the contents of the cell is not empty

e if w # X\ andR is not empty, but does not contain the rule— A, then R must
contain a rule of the forra — ™ for somen > 1, yet this means that there exists
no halting computation, i.el,, (IT) is empty.

4 The Computational Power of Tissue P Systems With
Noncooperative Rules

In this section we present some results concerning the géwepower of (extended)

tissue P systems with noncooperative rules; as we shall,sheve is a strong corre-
spondence between these P systems with noncooperatiseandeEOL systems.

Theorem 1 Foralln > 1,

PsEOL = PsEOtP, (ncoo, max,u)
= PsEOtP, (ncoo,max,u) .
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Proof We first show that
PsEOL C PsEOtP; (ncoo, max,u) :

LetG = (V, T, P,w) be an EOL system. Then we construct the corresponding extend
one-cell tissue P system
= (1,V,T,R, (w),1)
with
R={(a,1) — (b1,1)...(bg,1) |a—by...by € P}.

Due to the maximal parallel derivation mode applied in theepsed tissue P system
I1, the derivations il directly correspond to the derivations @. Hence,L (IT) =
Ps (L (Q)).

As for all n > 1, by definition we have
PsEOtP, (ncoo,maz,u) C PsEOtP, (ncoo,max,u),
it only remains to show that
PsEOtP, (ncoo,max,u) C PSEOQL :

Let
II = (n,V,T,R, (wl,...,wn),io)

be an extended tissue P system. Then we first construct theysbem
G = (V x[l.n], Ty, P,w)
with
w = h; (w;)
(L represents the union of multisets) and
To = hig (T') U Ujen..n) jiohy (V)

where theh; : V* — {(a,i) | a € V}* are morphisms witth; (a) = (a,i) fora € V
andi € [1..n], as well as
P=RUP

where P’ contains the ruléa,i) — (a,%) fora € V andi € [1..n] if and only if R
contains no rule fofa, 7) (which guarantees that iR there exists at least one rule for
everyb € V x [1..n]).

We now take the projectioh : T — T* with h ((a,i9)) = a forall a € T and
h((a,j)) = Aforalla € V andj € [1..n], j # io. Due to the direct correspondence of
derivations inll andG, respectively, we immediately obtais (h (L (G))) = L, (II).

As FOL is closed under morphisms (e.g., see [8], vol. 1, p. 2668)hareforel.,, (IT) =
Ps (L (G")) for some EOL system”’, we finally obtainL,, (II) € PsEOL. O
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As an immediate consequence of Theorem 1, we obtain thenfiolipresults:

Corollary1 Foralln > 1,

NEOL = NEOtP, (ncoo, mazx,u)
= NEOtP, (ncoo,max,u).

Proof Given an EOL systerr, we construct the corresponding extended tissue P sys-
temII as above in Theorem 1; then we immediately infe{G) = N, (II). On the
other hand, given an extended tissue P systenby the constructions elaborated in
Theorem 1, we obtain

Ny (I) = N (G) = {|z| | = € h (L (G))}

and thereforeV,, (II) € NEOL. O

Corollary 2 For X € {Ps, N}, X0L = XOtP; (ncoo, maz,u) .

Proof This resultimmediately follows from the constructionsmeated in Theorem 1
with the specific restriction that for proving the inclusion

PsOtP; (ncoo,mazx,u) C PsOL

we can directly work with the symbols &f from the given non-extended tissue P sys-
temII for the OL systent to be constructed (instead of the symbols frei {1}) and
thus do not need the projectidnto get the desired result, (II) = L (G) € PsOL.
Besides this important technical detail, the results «f tarollary directly follow from
Theorem 1 and Corollary 1, because any non-extended sysigesponds to an ex-
tended system where all symbols are terminal. O

For tissue P systems with only one cell, the noncooperatiesican also be interpreted
as antiport rules in the following sense: an antiport ruléhefforma /2 in a single-cell
tissue P system means that the symbgloes out to the environment and from there
(every symbol is assumed to be available in the environnreani unbounded num-
ber) the multiset: enters the single cell. The families of Parikh sets and leisgts
generated by (extended, non-extended) one-cell tissustBrsyg using antiport rules of
this specific form working in the maximally parallel derii@t mode are denoted by
XEOtP, (antiy », maz,u) and X Ot Py (antiy », maz,v) for X € {Ps, N}, respec-
tively. We then get the following corollary:
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Corollary 3 For X € {Ps, N},
XEOtP, (antiy », maz,u) = XEOL

and
XOtP; (antiq «, maz,u) = X0L.

Proof The results immediately follow from the previous resultsl dhe fact that the
application of an antiportrule/b; . .. bx has exactly the same effect on the contents of
the single cell as the noncooperative evolution falel) — (b1,1) ... (b, 1). O

For one-cell tissue P systems, we obtain a characterizatitive families generated by
the deterministic variants of these systems by the famijjegegerated by the correspond-
ing variants of Lindenmayer systems:

Corollary 4 For X € {Ps, N} andY € {ncoo, antiy .},
XEDOL = XEDOtP, (Y, maz)

and
XDOL = XDOtP, (Y, mazx) .

Proof As already mentioned in the proof of Corollary 2, the resiniisiediately follow
from the constructions elaborated in Theorem 1 with the i§ipe@striction that for
proving the inclusion?s EDOtP; (ncoo, max,u) C PsEDOL we can directly work
with the symbols oft” from the given (extended) deterministic tissue P syskefor
the EDOL systent to be constructed (instead of the symbols froix {1}) and thus
do not need the projectidnto get the desired result(II) = L,, (G) € PsEDOL. The
remaining statements follow from these constructions imn@lar way as the results
stated in Corollaries 1, 2, and 3. O

The constructions described in the proofs of Corollary 2 drednnot be extended to
(non-extended, deterministic) tissue P systems with aitranp number of cells, be-
cause in that case again the application of a projecdtiamould be needed.
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5 Conclusions and Future Research

In this paper we have shown that the Parikh sets as well agtigeh sets generated by
(extended) tissue P systems with noncooperative ruleddwithalting) coincide with
the Parikh sets as well as the length sets generated by @edghindenmayer systems.

In the future, we may also consider other variants of eximgatesults from computa-
tions in (extended) tissue P systems with noncooperatles rfor example, variants of
halting computations or only infinite computations, as waslbther derivation modes as
the sequential or the minimally parallel derivation moder the extraction of results,
instead of the intersection with a terminal alphabet we mag ase other criteria like
the occurrence/absence of a specific symbol.

As inspired by the ideas elaborated in [3], we may investigmmore detail the evolu-

tion/behavior of deterministic tissue P systems with napsrative rules based on the
mathematical theory of Lindenmayer systems: as there isa@one correspondence
between deterministic tissue P systems with nhoncooperailes in one cell and DOL

systems, the well-known mathematical theory for DOL systeam directly be used to

describe/ investigate the behavior of the correspondingraenistic tissue P systems
with noncooperative rules.
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The Bearded VultureGypaetus barbatyss an endangered species in Europe
that feeds almost exclusively on bone remains provided Iy and domestic
ungulates. In this paper, we present a model of an ecosystited with the
Bearded Vulture in the Pyrenees (NE Spain), by using P systé&ime evolu-
tion of six species are studied: the Bearded Vulture andrdiye subfamilies
of domestic and wild ungulates that provide the bones theg ;. P systems
provide a high level computational modelling framework @fintegrates the
structural and dynamical aspects of ecosystems in a cosipeeand relevant
way. P systems explicitly represent the discrete charadtdre components of
an ecosystem by using rewriting rules on multisets of objedtich represent
individuals of the population and bones. The inherent sietibity and uncer-
tainty in ecosystems is captured by using probabilistiategiies. In order to
give an experimental validation of the P system designedhave constructed
a simulator that allows us to analyse the evolution of thesgstem under dif-
ferent initial conditions.

1 Introduction

Animal species are interconnected in a network in which sepecies depend other
ones in terms of feeding [10], [26]. Variations of differdribmass affects the com-
position of the population structures [24]. In mountain ®ciems, with a traditional
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relationship between wild ungulates and their predatosdiesn disrupted by the pres-
ence of domestic animals [6]. Animals located at the top efgbological pyramid are
susceptible to their presence and number. The abandonrhelead animals on the
mountains is a major source of food for necrophagous spgtids This is the case

of the Bearded VultureGypaetus barbatysa threatened species which feeds on bone
remains of domestic and wild ungulates.

The study of population ecology and how the species intesdttt the environment
[13] is one of the aspects of the conservation biology of moterest for managers
and conservationists [2]. A widespread tool used are theogwal models, which use
mathematical representations of ecological processés [21

In this study, we design a model that studies the evolutioaroecosystem located
in the Pyrenees, taking advantage of the capacity the P 18ggie work in parallel.
P systems provide a high level computational modelling &ark which integrates
the structural and dynamical aspects of ecosystems in aressipe and relevant way.
P systems explicitly represent the discrete characterettmponents of an ecosys-
tem by using rewriting rules on multisets of objects whicpresent individuals of the
population and biomass available. The inherent stochiystind uncertainty in ecosys-
tems is captured by using probabilistic strategies. Theystem included six species:
Bearded Vulture as scavenger (predator) species and tka&ym Chamoisupicapra
pyrenaicg, Red Deer Cervus elaphus Fallow Deer Dama dam§ Roe Deer Capre-
olus capreolusand Sheep@vis caprg as carrion (prey) species. In order to give an
experimental validation of the P system, designed we hamstnacted a simulator that
allows us to analyse the evolution of the ecosystem undgerdiit initial conditions.
The Bearded Vulture is an endangered species and so tharaayeprojects that study
its behaviour and how it is affected by its environment. Theato these studies there is
a large amount of information available which is requiredédine the P System and to
validate the results obtained.

The paper is structured as follows. In the next section,doamncepts of the ecosystem
to be modelled are introduced. The most outstanding aspeeteh species are detailed
as well as the interactions among them. In Section 3, a dysamiobabilistic P system
to describe the ecosystem is presented. In order to studiytiemics of the ecosystem,
a simulator of that probabilistic P system is designed irtiSed. The following section
is devoted to the analysis of the results produced by thelatotuFinally, conclusions
are presented in the last section.

2 Modelling the Ecosystem

The ecosystem to be modelled is located in the Catalan Pgseirethe Northeast of
Spain. This area contains a total of 35 breeding territdhias constitutes 34.3% of the
Bearded Vulture Spanish population in 2007 (n = 102). SearEid [15].
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CATALONIA

Fig. 2.1 Regional distribution of the Bearded Vulture in the Catdtgmenees (NE Spain).

Fig. 1. Regional distribution of the Bearded Vulture in the CatePamenees

The ecosystem to be modelled is composed of six speciesetelBd Vulture (predator
species) and the Pyrenean Chamois, Red Deer, Fallow DezD&er, and Sheep (prey
species). Prey species belong to the bovid family, they arbivores and their bone
remains form the basic source of nourishment for the Beavtétdre in the Pyrenees.

The Bearded Vulture is a cliff-nesting and territorial largcavenger distributed in
mountains ranges in Eurasia and Africa. This is one of thestaaptors in Europe (150
breeding pairs in 2007). This species has a mean lifespaildrbitds of 21.4 years [4].
The mean age of first breeding is 8.1 years, whereas the meaafdiyst successful
breeding was 11.4 years [1]. Egg-laying take places duriegednber-February and af-
ter 52-54 days of incubation and around 120 days of chickirrgathe chick abandons
the nest between June-August [19]. Clutch size in this ggesiusually of two eggs,
but only one chick survives as a consequence of sibling aggne [18]. The female’s
annual fertility rate in Catalonia during the last five yearestimated around 38%.

The Bearded Vulture is the only vertebrate that feeds alrarsiusively on bone re-
mains. Its main food source is bone remains of dead small atium-sized animals.
In the Pyrenees, the remains of Pyrenean Chamois, Red Calenweer, Roe Deer,
and Sheep form 67% of the vulture’s food resources, and 8$te38% includes the re-
mains of small size mammals (e.g., dogs, cats), large masjt@als, horses), medium
size mammals (e.g., wild boars) and birds [15]. A pair of Blear Vultures needs an
average 341 Kg of bones per year [17], [16].

In the first year, Bearded Vultures remain in the territoryandthey were born. During

the dispersal period (from fledgling until the bird becomeiterial at 6—7 years), non-

adult Bearded Vultures cover large distances surveyinfgréift areas. For example,
the averaged surface covered by four youngs monitored féigging was 4932m?
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(range 950-10294m2, [23]). Breeding birds are territorial and the approximatene
ranges obtained for eight pairs studied varied between/2a® and 650km?. The
average annual growth in the population of the Bearded Yestin the Pyrenees has
been estimated in 4-5%. The floating population principaiyains in feeding stations
situated in the central Pyrenees (Aragon).

The natural behaviour of the five bovid species is similarlose they are all herbivores
and they all reach the size of the adult animal when they aeeyear old. In general,
they arrive at the sexual maturity within two years from IhirPyrenean Chamois and
the Red Deer have a longer life expectancy than Fallow DeRaxe Deer (for a review
of population parameters see [7], [8], [3], [9] and [20]. Tiregtural mortality rates are
similar in all five species, in the first year of life it is calated to be 50% and 6% during
there maining years. In spite of the great degree of simjl&etween these five species,
there are differences between them, some are of naturaha@ngl other are induced by
human action. It is essential to bear them in mind in ordeetingé a P system that can
simulate the ecosystem in a reliable way.

Red Deer are appreciated very much by hunters, not for theatiout as a trophy and
so only the males are hunted. This causes the natural ewolatithe population to be
modified. The hunter only takes the head as a trophy leaviaguiiimal’s body on the
field, and so the carcass is eaten by other species and the brayethen be eaten by
the Bearded Vulture.

Fallow Deer and Roe Deer live in areas that are difficult teheand for this reason, the
Bearded Vulture cannot take advantage of the bones of dlleofiead animals.

As sheep [25] are domestic animals, humans exert a high tdvebntrol over their
populations. The size and growth of the sheep populatiomigeld by the owners of
the flocks. The natural average life expectancy of sheemigdothat their actual life
expectancy in the field because when its fertility rate deses at the age of eight, they
are taken out of the habitat. Most of the lambs are sold to etakd so they are taken
out of the habitat in the first year of life. Only 20%—-30% of taenbs, mostly females,
are left in the field and these are used to replace sheep thatdied naturally and the
old ones that have been removed from the flock. The numberiofasin the Catalan
Pyrenees the years 1994 and 2008 it is shown in Table 6.1 (Zeendix).

In this study, the feeding of the Bearded Vulture is depenhdarihe evolution of the P
System. However the P System does not consider that thelbiiyl of food limits the
feeding of the herbivorous, and so the growth of the vegatas not modelled.

Taking all this background information into consideratitime following data was re-
quired for each species:



Modelling Ecosystems using P Systems: The Bearded Vulture, a case study 99

e /,: age at which adult size is reached. Age at which the anintallga the adult
animal does. Moreover, at this age it will have surpassedtitieal early phase
during which the mortality rate is high;

e [5: age at which it start to be fertile;

e [3: age at which it stops being fertile;

e [,: average life expectancy;

o [5: fertility ratio (number of descendants by fertile female)
e [s: mortality ratio in first yearsdge < I1);

e [7: mortality ratio in adult animalsage > I );

e [3: percentage of females in the population.

The required information about each species is shown ineTél2l (see Appendix).

When an animal dies, the weight of bones which it leaves israd@®0% of its total
weight. Table 6.3 (see Appendix) shows the average weighaoli animal as well as
the weight of bones they leave. In the case of Fallow Deer avelBeer, the value of
the weight of bones is then be multiplied by 0,2 (20%) whictiheproportion of bones
the Bearded Vulture may profit from.

In the P system, it is only considered the Bearded Vulturemtan 8, because the
younger ones are floating birds. There are seven feedinigrssain Catalonia which

provide around 10500 kg of bone remains annually. Theskcatifeeding sites have
not been considered in the study and most of the floating beel$s at them.

3 A P System Based Model of the Ecosystem

Membrane computing is a branch of Natural Computing thatinitiated at the end of
1998 by Gh. Paun (by a paper circulated at that time on welpahblished in 2000 [22]).
Since then it has received important attention from thendifie community. Details can
be found at the web padstp://ppage.psystems.eu/ , maintained in Vienna
under the auspices of the European Molecular Computing @tas, EMCC.

In short, one abstracts computing models from the struetadehe functioning of living
cells, as well as from the organization of cell in tissuegams, and other higher order
structures. The main components of such a model are a keliHembrane structure
in the compartment®f which one placesnultisets of symbol-objectahich evolve
in a synchronous maximally parallel manner according teg&volution rules also
associated with the membranes.

The semanticof the P systems is defined as followscanfigurationof a P system
consists of a membrane structure and a family of multisetsbpdcts associated with
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each region of the structure. At the beginning, there is digaration called thenitial
configuratiorof the system.

In each time unit we can transform a given configuration intb@oone by applying
the evolution rules to the objects placed inside the regafnthe configurations, in
a non—deterministic, and maximally parallel manner (thestware chosen in a non—
deterministic way, and in each region all objects that cartivevmust do it). In this way,
we gettransitionsdrom one configuration of the system to the next one.

A computatiorof the system is a (finite or infinite) sequence of configuratisuch
that each ones is obtained from the previous one by a transiind shows how the
system is evolving. A computation which reaches a configamatvhere no more rules
can be applied to the existing objects, is callebadting computationThe result of a
halting computation is usually encoded by the multiset@ssed with a specific output
membrane (or the environment) in the final configuration.

In this section, we present a model of the ecosystem deskciib8ection 2 by means
of probabilistic P systems. We will study the behaviour a$ #acosystem under diverse
initial conditions.

First, we define the P systems based framework (probabilstystems), where ad-
ditional features such as two electrical charges whichritesspecific properties in a
better way, are used.

Definition 1 A probabilistic P system of degregis a tuple
= (Pa 1y Mlv ceey Mna Rv {CT}TER)

where:

e ['is the alphabet (finite and nonempty) of objects (the workippabet);

e 11 is a membrane structure, consistingoimembranes, labelet, 2, ..., n. The
skin membrane is labeled by 0. We also associate electritaiges with mem-
branes from the s€f0, +}, neutral and positive;

e My, ..., M, are strings ovel", describing the multisets of objects initially placed
in then regions ofy;

e Ris afinite set of evolution rules. An evolution rule assaaiatith the membrane
labelled byi is of the formr : u[ v ]; = u/[ v’ ];, whereu, v, v/, v’ are a multiset
overI" andc, is a real number between 0 and 1 associated with the rule.

We assume that a global clock exists, marking the time fomthele system (for all
compartments of the system); that is, all membranes andptblecation of all rules are
synchronized.
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Then-tuple of multisets of objects present at any moment inithegionsof the system
constitutes theonfiguratiorof the system at that moment. The tuplet;, ..., M,,) is
the initial configuration of the system.

The P system can pass from one configuration to another ongity the rules fronf
as follows: at each transition step, the rules to be appliedealected according to the
probabilities assigned to them, and all applicable rulessanultaneously applied and
all occurrences of the left—hand side of the rules are coesljias usual.

3.1 The model Ourmodel consists in the following probabilistic P systefrdegree
2 with two electrical charges (neutral and positive):

= (T, p, My, M2, R, {cr}rer)

where:

¢ In the alphabel’, we represent the six species of the ecosystem (indeasso-
ciated with the species and indg¢xs associated with their age, and the symbols
X, Y andZ represent the same animal but in different state); it alstains the
auxiliary symbolsB, which represent8.5 kgs of bones, and’, which allows to
change the polarization of membrane labelled by 2 in a spextéige.

FZ{XU, Y;j,Zij: 1Si§7,0§j§/€i74}U{B, C}

¢ In the membrane structure, we represent two regions, the(akiere animals re-
produce) and an inner membrane (where animals feed anddie): [ [ ]2 |1
(neutral polarization will be omitted);

e In M; and M., we specify the initial number of objects present in eachorsg
(encoding the initial population and the initial food);

* My = {ij’."j :1<i<7,0<j <k}, wherethe multiplicityy;; indicates
the number of animals, of speciewhose age ig that are initially present in
the ecosystem;

x My = {C B}, wherea is defined as follows:

21
a=[Y q;-1.10-682]

j=1

Value o represents an external contribution of food which is addeihd the
first year of study so that the Bearded Vulture survives. fttrmula, ¢, ;
represents the number gfyears of age Bearded Vultures, constant 1.10 rep-
resents 10% of the population growth and constant 682 reptethe amount

of food needed per year for a Bearded Vulture pair to survive.

e The setR of evolution rules consists of:
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* Reproduction-rules.

Adult males:

(1=k; 14)-(1=k; 16)

o g = [Xij }/ij]ly 1 S 7 S 7, kiyg Sj S ki’4.

Adult females that reproduce:

o =X, Ty Y, 1< < T, ks < < kis
Adult females that do not reproduce:

1=k 5) k14 -(1—=k; 16) . .
o rp = [Xi; — Yijli, 1 <i <7, kio<j<kigs.
Young animals that do not reproduce:

1-ki,16

o r3 = [Xij—>Yrij]1, 1<:<7, 0§j< ki}g.
x Growth rules.
0Ty = [Xl Y;kizyij]la 1<i< 77 ki,Q < .] < ki,4-
o 5 = [Xy; Yik,»,Yijl, 1 <i <7, j =kia
(1—k; 6=k 0) ki 16 . .
}/ij]ly ]- S 1 S 7a ki,? S ] S ki,4-

(ki 6+ki,0) ki 16

o rg = [X”
* Young animals mortality rules.
Those which survive:
1—k; 7—ki 8

orr=Yi[le ——"[Zijla: 1<i<7,0<j<kia.

Those which die and leaving bones:

k

o 13 = Yij[]la —=—[B*i2]y: 1<i<7,0< ] <kiy.
Those which die and do not leave bones:
org=Yi[la—T[]a: 1<i<T7,0<j<kin.
+ Adult animals mortality rules.
Those which survive:
o ry = Yé‘[]zl_mw[Zi‘]z 1 <e <7, ki <j<kia.
Those which die leaving bones:
o ri1 = Y[ e ﬂ’[Bk'i'”’]z 1 <e <7, ki <j<kia.
Those which die and do not leave bones:
o 19 = Y[ ]2 h—9>[]2 1 <i <7, kg <5 <kig.

Animals that die at an average life expectancy:

o 113 = Yij[|o S [Bhurkina]y 0 1< i <7, j = kg
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ki 16 . .
o rig =Yij[lo —=[Zir,,]2: 1<i <7, j=kia.
x Feeding rules.
o 115 = [ZijBFi15)y — Xiiia[ly 1 1<i<7,0<j <k

+ Rules of mortality due to a lack of food, and the eliminatidritmbse bones
that are not eaten by the Bearded Vulture from the system.

Elimination of remaining bones:
o T"e = [B];r — []2

o 717 = [Cl3 — [Cla.

Adult animals that die because they have not enough food:
o 118 = [Ziy]d — [BRivvkisly s 1<i <7, kg <j<kig
Young animals that die because they have not enough food:

o 119 = [Zij]F — [BFiukiaz]y 0 1<i <7, j < kin

The constants associated with the rules have the followiegnimg:

e k; 1:age atwhich adult size is reached. This is the age at whehrtimal eats like
the adult does, and at which if the animal dies, the amouniarhass it leaves is
similar to the total one left by an adult. Moreover, at thig &gwill have surpassed
the critical early phase during which the mortality rateiigth

e k;o: age at which it starts to be fertile.

e k; 3. age at which it stops being fertile.

e k; 4: average life expectancy.

o k; 5 fertility ratio (number of descendants by fertile female)
e k; . population growth.

e k; 7. mortality ratio in first yearsdge < k; 1) in which biomass in the form of
bones is not left on the field.

e k; g: mortality ratio in first yearsdge < k; 1) in which biomass in the form of
bones is left on the field.

e k;o: mortality ratio in adult animalsadge > k; 1) in which biomass in the form of
bones is not left on the field.

e k; 10: mortality ratio in adults animalsige > k; 1) in which biomass in the form
of bones is left on the field.

e k; 11 is equal to 1 if the animal dies at the agekgf; leaving biomass, and it is
equal to O if the animal dies at the ageigf without leaving bones.
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e k; 12: amount of bones from young animatgjé < k; 1).
e k; 13- amount of bones from adult animatsge > &; 1).
o k; 14: percentage of females in the population.

e k; 15: amount of food necessary per year and breeding pair (1sieqjual 0.5 kg
of bones).

e k; 16 itis equal to 0 when the species go through a natural groarii{als which
remain in the same territory throughouttheir lives) and ggual to 1 when animals
are nomadic (the Bearded Vulture moves from one place tchanointil it is 6—7
years old, when it settles down).

Besides, values for each species are shown in Table 6.4 (geendix). Most values
in that table are equal to those in Table 6.2 (see Appendix)i s necessary to make
a remark on values, 1o andk; ;5. Value k4 1 is obtained by adding 6% of natural
mortality to 30% of animals killed by hunters. Valig 15 is 67% of 682 units341 - 2)
which is the feeding the Bearded Vulture obtains from theptive species of ungulates
modellized in the ecosystem.

The P system designed implements a four-stage—runningfifEhene is devoted to
the reproduction of the diverse species in the ecosysteen,the animals mortality is
analyzed according to different criteria. The third stagalgzes the amount of food in
the ecosystem. In the last stage, the removal of animalaibeaz a lack of food takes

place. These sta%es are depicted in Figure 2. )
ig. 2. Structure of the P system running

4 A Simulator

In order to study the dynamics of the species that belongécetiosystem, we have
designed a simulator written i@ + + language. This program runs on a PC.

In the simulation, the objects that encode the species aalgh are represented by two
vectors which are related through the number assigned toa@mal of the ecosystem.
The objects of the P system evolve in a random way; this sstiditg is implemented by
generating random numbers between 1 and 100, accordinguaiorm distribution.
One of the generated numbers is assigned to each animal, fleeanimal evolves
according to the assigned number and the constant protyabibir example, when the
probability of surviving is 70%, the animal will die if the signed number is higher
than 70.

The input of the program consists of the parameters of eagtispthat are considered
in the P system and the number of animals of each species anthagare present
at time zero. The output is the number and age of animals df epecies that are
present every year after completing the following procssseproduction, mortality

and feeding.
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Fig. 3.2 Schema of the P system

In nature, an ecosystem is governed by nondeterminism,fdadniplies a complex

mathematical model. Nevertheless, all the processesrhabaried out have an impor-
tant degree of randomness. This randomness can be preditdechn be quantified at
every moment and situation of the ecosystem.

The program has been structured in four modules which coores$to each of the stages
in which the P system is implemented.

e ReproductionThe inputs are the age at which each species begins to be, fire
age at which it stops being fertile, the fertility rate, ahe proportion of females
of the species. This module also requires the total numbexisfing animals and
the distribution of these animals in terms of species and.afjee output of this
module is the number and age of animals of each species.

The population growth of the Bearded Vulture is not obtaifredn the natural

reproduction of the animals in the ecosystem but it dependb® floating popu-
lation and the environment.

The annual growth ratio has been obtained by R. Heredia [l&]éxperimental
way. So that, another input of this module is the growth petage with respect to
the total population, and the output (as in the case of asimatlural reproduction)
is the number of animals at each age.
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e Mortality. The inputs are the mortality rate based on the age, the gadifa ex-
pectancy of each species, and finally the weight of bonediethe dead animal
which is dependent on its age. Once again, this module atpaires the total
number of animals and their distribution in terms of spe@ed ages. As with
the other modules, the output of this module is the numberagyedof animals of
each species when the process is completed. Another odtthisanodule is the
amount of food that is generated in terms of the weight of bgeduced that
provide the Bearded Vulture’s basic source of nourishment.

e Feeding The inputs are the amount of food available in the ecosystedththe
annual amount of food that is necessary for the animal toiginder suitable
conditions, in other words, conditions under which the aigrare not debilitated
and do not suffer the consequent effects on their capasiliths was seen in the
previous modules, inputs are generated by the P systerfratsiéfuantifies objects
representing the number of animals of each existing spacidsge. Once again,
the output of this module is the number and age of animalsdf species.

e Elimination of unused leftover food and the animal mortality from instiéfint
feeding. The input of this module is part of output of the fegdmodule. The
aim of this process is to eliminate the number of animalsweat not able to find
the necessary amount of food for their survival, and als@twsler the amount of
leftover food that is degraded with time and that thereftwps having a role in the
model. The animals that die due to a lack of food are transédrimto bones that
can then be eaten by the Bearded Vulture. The output of thduheas an amount
of food in form of bones that is available to the Bearded \igtu

The unit of reference used in this study is the year, thaesfaod consumed throughout
an annual period is given at one single point in time, and with application of each
rule. The mortality of animals in an ecosystem is also a pedkat is carried out in
a continuous way, throughout the year. However, reprodnds an activity that takes
place at a specific time of the year, and moreover, it takesepdd the same time for
all of the species considered in this study. It will be neagg$o verify if the one year
unit of time chosen is correct or whether a shorter unit ofetishould be used in the
P system. It is also necessary to check the robustness ofdpeged model and to do
this, it is run a second time with a modified order of applicatof the four processes
modules. Given independence of the four modules that foarPteystem, it would be
a simple exercise to run probability experiments with eacitute.

5 Results and Discussion

We have run our simulations using a program written in€language incorporating a
specification of our model. We have considered the year dfitime, so it has been
necessary to discretize feeding and mortality variables.
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As shown in Table 6.1 (see Appendix), data about the currentlbrer of animals in
the Catalan Pyrenees do not specify the ages of animals. ddiatribution has been
estimated considering the different constants that affestanimals throughout their
life. These constants are fertility rate, mortality ratedgrercentage of females in the
population. We have obtained two estimations, one for thee $894 which has been
used for the experimental validation, shown in Table 6.%8 (&ppendix), and another
for the year 2008 which has been used for study the robustri¢gse P system, shown
in Table 6.6 (see Appendix).

5.2 Robustness First, we have studied the robustness of our P system mode| wi
respect to some parameters.

According to the design of the P system, reproduction ruée®la higher priority than
mortality ones. Then, the robustness of the model regaitieghange of that priority
is analyzed. For that reason, two variants of the simuladvelbeen studied changing
the order of the corresponding modules. This fact can bedmphted in the P system
by changing variabl& by variableY” in the initial multisetM ;.

In both cases, the simulator was ran 10 times until it covareedriod of 20 years, being
the input the number of animals in 2008.

In Figure 3, solid lines and dashes lines represent the ptipanldynamics when the
simulator modules are applied following tbedersreproduction—mortality—feeding and
mortality—feeding—reproduction, respectively. Takingpiaccount that the P system be-
haviour is similar in both cases, it can be deduced that owtahis robust with regard
to the properties considered.

5.3 Experimental Validation Letus suppose that we are studying a phenomenon of
which we have (enough amount of) data experimentally obth{at laboratory, through
field—work, etc.) from some prefixed conditions. Let us siggpthat we design a com-
putational device trying to capture the most relevant fatis and we have a program
which allows us to run simulations. We can say the model igergentally validated if

the results obtained with the simulator (from initial configtions corresponding to the
prefixed conditions) are in agreement with the experimetdtd.

Bearing in mind that Table 6.1 (see Appendix) shows those@gierimentally obtained
corresponding to the years from 1994 to 2008, (being thetitiunumber of animals in

1994) until it covered a period of 14 years. We have run ouuitor 10 times, because
it supposes a reduction @% of the deviation.

Table 6.7 (see Appendix) and Figure 4 show the differenogdxt the average number
of animals species obtained with the simulator compareld thi2 censures estimate for
2008. In 2004, the Pyrenean Chamois species was affectedibgase which made the
number of animals decrease to 10000. In the third columnaifttble, the evolution of
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Fig. 5.3 Robustness of the ecosystem

the P system is shown without taking into account this piddaformation, while in
the fourth column it has been considered.

The P system proposed can be taken as a good model to studydlwian of an
ecosystem. Variations noticed among the available datatdabhe number of animals
of each species from 1994 to 2008 (see Table 6.1) (see Appeladé almost of no
importance if we take into account that these data are takem éstimated census and
they are never exact. Under the same conditions as startimg, phe ecosystem has
a certain behaviour pattern as it evolves, showing variatimherent to probabilistic
systems.

The very important factor of population density was not ¢desed in the model of
the ecosystem. In this sense, as has been documented irraypkar species, density
dependence and environmental stochasticity are both faitgrimportant processes
influencing population demography and long-term poputegmow [12]. For this rea-
son why the population of some of the species such as Roe Baléoyw Deer and
Chamois may grow in an exponential way reaching values wb&inot be obtained
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Fig. 5.4 Average number of animals

in the ecosystem. It is well-known, for example, that wheropytation of Red Deer

reaches a level of 15000 animals, a regulation process steat implies a drastic de-
crease of the population down to 1000 individuals. So tlh#tgise factors are not taken
into account, it may not be suitable for the study of the estesy dynamics in the long
term.

Neither ungulates feeding nor the population density haenliaken into account. This
implies an exponential growth of ungulate species whichstitute the basic source
of feeding for the Bearded Vulture. Consequently, there é@m@tinuous growth in the
number of pairs of Bearded Vultures. According to some netess [14], the estimated
maximum number of pairs of Bearded Vultures within the aradar study is about
fifty. Higher numbers of pairs would lead to competition amgdimem and as subsequent
decrease in the population down to values which the ecasysa® accept.

6 Conclusions and Future Work

A probabilistic P System which models an ecosystem relaiddthe Bearded Vulture,
that is located in the Catalan Pyrenees, has been presented.

By using this P System, it has been possible to study the digsaoh the ecosystem
modifying the framework in order to analyze how the ecosysieuld evolve if differ-
ent biological factors were modified either by nature or tlylo human intervention.
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A simulator of the P System has been designed and the rolsgstfieche model with
respect to the order of application of different kinds ofsjlhas been shown.

Since the P System does not consider levels of populatiositgean exponential growth
of populations of species is obtained. In a future work, tator and other parameters
(i.e. the amount of food of the hervibores species, the tlowhanges in the ecosystem,
etc.) should be considered.

In order to obtain a model which allow us to study the evolutid an ecosystem in
the long term, it is necessary to take into account certaitobical factors such as the
following:

e Maximum population density for each species.
e Available feeding in the area on which the ungulates may.feed
o Amount of food daily eaten by each of the ungulate specieardigg their age.

Moreover, under adequate environmental conditions, tipe@ss has a certain be-
haviour so that some values of the biological parametersbeaaccepted. When es-
sential environmental conditions such as temperature ainéail are not the adequate
ones, biological constants change as a reaction to theoemagnt. It can be accepted
a model based on Markov chains in order to model temperahdeainfall. P systems

modelling Markov chains were previously presented in [5] #mey should be consid-
ered in order to improve some results.
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Appendix

Table 6.1 Number of animals in the Catalan Pyrenees

Specie 1994 2008
Bearded Vulture pairs 20 37
Pyrenean Chamois 9000 | 12000
Red deer 1000 5500
Fallow deer 600 1500
Roe deer 1000 | 10000
Sheep 15000 | 200000

Table 6.2 Natural constants used in the model

SpeCieS I I I3 n I Ig I Ig

Bearded Vulture 1 8 20 21 38 6 12 50

Pyrenean Chamois 1 2 18 18 75 60 6 55

Red Deer 1 2 17 | 17-20| 75 34 6 50

Fallow Deer 1 2 12 12 55 50 6 75

Roe Deer 1 1 10 10 100 | 58 6 67
1 2 3

Sheep 8 8 75 15 96




Table 6.3 Descriptive variables used to model the ecosystem

Specie Weigh | Weigh | Percentage| Average | Biomass: Biomass: | Kg accessible
Male | Female| Female weigh | bone adult| bone young| by B. Vulture
kg kg kg kg kg (adult/young)
Bearded Vulture 5 6.5 60 5.75 - - -
Chamois 28 32 50 30 6 3 6/3
Red Deer Female - 75 - 75 15 7.5 15/7.5
Red Deer Male 120 - - 120 24 12 24/12
Fallow Deer 63 42 80 46 9 4.5 2/1
Roe Deer 27 23 66 24 5 2.5 1/0.5
Sheep 42 35 97 35.2 7 35 713.5
Table 6.4 Constants used in the P system based model
Specie i ki | kio | Kis | Kia | kis | Kie | kir | Kis | Kio | kito | Kian | R | Kias | Kiia | kis | Kiie
Bearded Vulture | 1| 1 8 20 | 21 - 4 6 0 12 0 0 0 0 50 | 460 1
Pyrenean Chamois 2 | 1 2 18 | 18 | 75 - 0 60 0 6 1 6 12 55 - 0
Red Deer Female| 3 | 1 2 17 | 17 | 75 - 0 34 0 6 1 15 30 100 - 0
Red Deer Male 4| 1 2 - 20 - - 0 34 0 36 1 24 48 0 - 0
Fallow Deer 5] 1 2 12 | 12 | 55 - 0 50 0 6 1 2 4 75 - 0
Roe Deer 6| 1 1 10 | 10 | 100 | - 0 58 0 6 1 1 2 67 - 0
Sheep 7| 1 2 8 8 75 - 57 | 15 0 3 0 7 14 96 - 0




Table 6.5 Estimation of number of animals per age in 1994

Age | Bearded Vulture| Chamois | Red deer female Red deer male| Fallow deer| Roe deer| Sheep
1 0 741 167 58 83 121 20832
2 0 740 133 44 73 121 20208
3 0 668 107 35 69 121 19601
4 0 667 85 28 63 121 19014
5 0 667 68 23 59 109 18443
6 0 596 41 14 55 108 17890
7 0 594 33 11 51 108 17353
8 2 518 26 9 47 96 16659
9 2 517 21 7 35 96 0
10 2 444 17 5 33 0 0
11 2 444 13 5 30 0 0
12 2 444 11 4 0 0 0
13 2 373 9 3 0 0 0
14 1 373 7 2 0 0 0
15 1 372 5 2 0 0 0
16 1 296 4 1 0 0 0
17 1 296 3 1 0 0 0
18 1 252 0 0 0 0 0
19 1 0 0 0 0 0 0

20 1 0 0 0 0 0 0
21 1 0 0 0 0 0 0




Table 6.6 Estimation of number of animals per age in 2008

Age | Bearded Vulture| Chamois| Red deer female Red deer maleg Fallow deer| Roe deer| Sheep
1 0 988 978 254 125 1210 | 27776
2 0 987 780 192 110 1207 | 26944
3 0 890 625 154 103 1207 | 26135
4 0 889 500 124 95 1207 | 25352
5 0 889 400 99 89 1085 | 24591
6 0 795 240 60 83 1083 | 23854
7 0 792 195 48 77 1083 | 23137
8 6 690 155 38 71 959 22212
9 6 689 123 30 52 959 0
10 6 592 97 24 50 0 0

11 6 592 78 20 45 0 0
12 5 592 62 16 0 0 0
13 5 497 50 12 0 0 0
14 5 497 40 10 0 0 0

15 5 496 32 8 0 0 0

16 5 395 25 6 0 0 0

17 5 394 20 5 0 0 0

18 5 336 0 0 0 0 0

19 5 0 0 0 0 0 0

20 5 0 0 0 0 0 0

21 5 0 0 0 0 0 0




Table 6.7 Number of animals produced by the simulator

Year | Bearded Vulture| Pyrenean Chamois Pyrenean Chamois Red deer| Fallow deer| Roe Deer| Sheep
1994 20 9000 1000 600 1000 150000
1995 21 9541 1115 667 1213 152074
1996 21 10023 1263 710 1371 153951
1997 22 10590 1432 758 1568 156183
1998 23 11121 1617 808 1812 158571
1999 24 11718 1834 859 2106 161318
2000 25 12366 2087 908 2469 164391
2001 27 13032 2368 967 2906 167914
2002 28 13767 2705 1032 3459 171940
2003 29 14597 3067 1111 4132 174713
2004 31 15488 10000 3470 1202 4969 177973
2005 33 16468 10594 3917 1297 5883 181300
2006 35 17508 11133 4437 1399 6974 184790
2007 36 18647 11709 5004 1495 8272 188357
2008 38 19866 12297 5631 1602 9774 192097
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In this work the formalism of Metabolic P systems has beenleyeg as a
basis of a new computational plugin-based framework for elind biologi-

cal networks. This software architecture supports MP sgstdynamics in a
virtual laboratory, called MetaPlab. The Java implemeotatf the software
is outlined and a specific plugin at work is described to hgittlthe internal
functioning of the entire architecture.

1 Introduction

Systems biology copes with the quantitative analysis dbigical systems by means of
computational and mathematical models which assist bist®in developing experi-
ments and testing hypothesis for complex systems undelistafiL2, 26]. On the other
hand, new mathematical and computational techniques hese bonceived to infer
coherent theories and models from the huge amount of alaitkta.

P systemswere introduced by Gh. Paun in [23] as a new computationadehm-
spired by the structure and functioning of the living celhi§ approach is rooted in
the context of formal language theory and it is essentiadlgdal ormultisetrewriting
andmembranesin the P systems theory many computational universalgylte have
been achieved [24]. P systems seem especially apt to mazlegkbal systems, how-
ever their original mathematical setting was too abstracekpressing real biological
phenomena.

Metabolic P systemsiamelyMP systemsare a class of P systems proved to be signif-
icant and successful for modeling biological phenomereteelto metabolism (matter
transformation, assimilation and expulsion in living angams). They were conceived
in [19] and subsequently extended in many works [4,5, 15-M#&] system dynamics is
computed by a deterministic algorithm based onrtfeess partition principlevhich de-
fines the transformation rate of object populations, adogrtb a suitable generalization
of chemical laws. This kind of rewriting-based and bio-iimed modeling overcomes
some drawbacks of traditional Ordinary Differential Eqaas (ODE) allowing a new
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insight about biological processes, which cannot be aekidy using the “glasses” of
classical mathematics [2].

Equivalence results have been proved, in [9] and [7, 8], betwMP systems and, re-
spectively, autonomous ODE and Hybrid Functional Pets nEte dynamics of several
biological processes has been effectively modeled by meaMP systems, among
them: the Belousov-Zhabotinsky reaction (in the Brussel&irmulation) [4, 5], the
Lotka-Volterra dynamics [4, 19], the SIR (Susceptibleelcted-Recovered) epidemic
[4], the Protein Kinase C activation [5], the circadian tyis, the mitotic cycles in
early amphibian embryos [18], a Pseudomonas quorum sensidgl [1, 6] and théac
operon gene regulatory mechanism in glycolytic pathwayIfyprder to simulate MP
systems we developed a Java computational tool cMIedim[3]. The current release
of the software, available at [10], is based on the theakfiamework described above,
and it enables the graphical definition of MP models, theirdation and plotting of
dynamics curves.

Recent work aims at deducing MP models, for given metabobcgsses, from a suit-
able macroscopic observation of their behaviors alongtaicemumber of steps. Indeed,
the search of efficient and systematic methods to define Mi@rsgsrom experimental
data is a crucial point for their use in complex systems madelThe solution of this
reverse-engineeringsk is supported, into the MP systems framework, byLthge-gain
theory [14, 15] which roots in allomeric principle [27]. Timeain result of this theory
is the possibility of computingeaction fluxesat each step by solving a suitable lin-
ear equations system which combine stoichiometric infdionavith other regulation
constraints (by means of a sophisticated method for squaia making univocally
solvable the systems). This means that the knowledge otamudrss and parameters
at each step provides the evaluation of reaction fluxes atstea. In this way, time-
series of system states generate corresponding flux sandgrom them, by standard
regression techniques, the final regulation maps are dediites approach turned to
be very effective in many cases and recently [20] it providedodel of a photosyntesis
phenomenon, deduced by experimental time-series.

What seems to be peculiar of Log-gain theory is the strongieotion with biological
phenomena and its deep correlation with the allomeric placa typical concept of
systems biology. Other general standard heuristics ougiveltechniques, already em-
ployed to estimate model structures and parameters [2B8]ddme usefully combined
with Log-gain method, in fact, the biological inspiratioftbis theory could add partic-
ular specificity to the wide spectrum potentiality of hetids/evolutionary techniques
by imposing constraints able to orientate the search ofiredsolutions.

In this work, we propose a new plugin-based architecturettaasforms the software
MPsim from a simple simulator to a propeirtual laboratory which will be called
MetaPlab It assists biologists to understand internal mechanidrb®togical systems
and to forecast, in silico, their response to external diinanvironmental condition
alterations and structural changes. The Java implementafi MetaPlab ensures the
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cross-platform portability of the software, which will beleased under the GPL open-
source license.

Several tools for modeling biological pathways are alreadsilable on-line. The most
of them are based on ODE, such@®PASI[11], which enables to simulate biochem-
ical networks and to estimate ODE parameters. It is a veryepfulvtool but its us-
age requires a deep knowledge of molecular kinetics, beddesinvolved differential
equations have an intrinsically microscopic nature. Retts have been employed by
Cell lllustrator™ [22], a software which graphically represents biologicatipvays
by graphs and computes their temporal dynamics by a speediatéon algorithm [8].
Unfortunately, this tool can be used just to simulate bi@abpehaviors, but it does not
provide any support for the parameter estimation and thé/sisaof models. The new
computational framework we propose in the following, irgteis based on an extensi-
ble set of plugins, namely Java tools for solving specifiksaslevant in the framework
of MP systems, such as parameter estimation for regulateehanisms of biological
networks, simulation, visualization, graphical and stital curve analysis, importation
of biological networks from on-line databases, and pogsitiier aspects which would
result to be relevant for further investigations.

In Section 2 we introduce some basic principles of MP systmasVIP graphs, and we
discuss a few biological problems which can be tackled by thddeling framework.
Section 3 describes the new plugin-based architecture $gsematic management of
these problems, and finally, a plugin for computing MP systelynamics is presented
in Section 4 with a complete description of its functioning.

2 MP systems: model and visualization

MP systems are deterministic P systems developed to modeindgs of biological
phenomena related to metabolism. The notion of MP systermowsider here general-
izes the one givenin [15,18].

Definition 1. (MP system) An MP system is a discrete dynamical system specified by
a construct [14]:
M = (X,R7‘/,Q,(I),Z/,M7T7QO,(S)

whereX, R, V are finite sets of cardinality,, m, £ € N (the natural numbers) respec-
tively.

1. X ={x1,29,...,2,} is a set oubstancegthe types of molecules);

2. R ={ry,ra,...,mm} is a set ofreactionsover X. A reactionr is represented in
the arrow notation by a rewriting ruley, — 3, with «,., 3,- strings overX. The
stoichiometric matrixA stores reactions stoichiometry, that i5,= (A, , | = €
X,r € R)whereA, , = |5,], — |ar|2, and|y|, is the number of occurrences of
the symbol: in the string~;
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3. V = {v1,vs,...,v;} is a set ofparametergsuch as pressure, temperature, vol-
ume, pH, ...) equipped with a s, : N — R | v € V'} of parameter evolution
functions, where, for anyi € N, h, (i) € R (the real numbers) is the value of
parametemn at the step;

4. () is the set ofstates seen as functiong : X UV — R from substances and
parameters to real numbers. A general stgtean be identified as the vector
q = (q(z1),...,q(zn),q(v1),...,q(v;)) of the values whicly associates to the
elements o’ U V. We denote by, x the restriction of; to the substances, and by
q|v its restriction to the parameters;

5. ® ={p,: Q — R |r e R}isasetoflux regulation mapswhere forany; € Q,
©r(q) states the amount (moles) which is consumed/producedeistitieg, for
every occurrence of a reactant/productrofWe defind/(¢) = (¢-(q) | » € R)
theflux vectorat stateg;

6. v is a natural number which specifies the number of moleculagodnventional)
mole ofM, as itspopulation unit,

7. wis a function which assigns to eache X, themassyu(z) of a mole ofr (with
respect to some measure unit);

8. 7 is thetemporal intervalbetween two consecutive observation steps;

9. qo € Q is theinitial state;

10. 6 : N — (@ is thedynamicsof the system. It can be identified as the vedtet
(6(0),6(1),0(2),...), whered(0) = qo, andé(i) = (0(i);x,d(i);y) is computed
by the following autonomous first order difference equation

5(i+ 1) x = A x U(B(i)) + (i) x (28)
5+ 1)y = (ho(i+1) | vEV) (29)

whereA is the stoichiometric matrix oR over X, of dimensiom x m, while x,
+ are the usual matrix product and vector sum. We introducestmbolj; to
identify the finite vectofs(0), 6(1), ..., d(4)).

MP graphs introduced in [18], are a natural representation of MP eayst modeling
biochemical reactions as bipartite graphs with two levielsyhich the first level de-
scribes thestoichiometryof reactions, while the second level expressegd¢gelation
which tunes the flux of every reaction (i.e., the quantity bémicals transformed at
each step) depending on the state of the system (see for &x&igpre 2.1).

Given a metabolic process, some elements of a related MBrsysin be generally
defined from a macroscopic observation of the system, whileralements should be
computed by means of suitable mathematical techniquesngtance, if we deduce by
experimental observations the set of substan&estém 1 of Definition 1), the chemo-
physical parameterd/, item 3) and the reactiongz( item 2) involved in the biological
process, and if we know the mathematical laws which regtitegse reactionsiy, item

5), then the system dynamic§ (tem 10) can be computed by the equations (28) and
(29).
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The dynamics computatiotask, just defined, is only one of several biologically in-
spired mathematical problems which can be tackled by MReryst Table 2.1 collects
a few of these tasks focusing on the known and the unknownegienof the related MP
system. The second problem we propose ifltirediscoverywhich entails the compu-
tation of flux time-serie§/(6(0)), ..., U(d(i — 1)) that yield an observed dynamigs;

of substances and parameters. A mathematical theory feingathis problem, called
Log-gain theory, has been proposed in [14, 15], and some atatipnal tools based
on it are currently under construction. A third task is rethtoregulation discoveryit

is a regression problem which aims at computing functidnshich better interpolate
a (known) flux time-seried/(6(0)),...,U(d(:)). They could be calculated by tradi-
tional regression methods [20] as well as by evolutionamoting techniques, such
as genetic programming [13] and neural networks [21].

Problem Known elements Unknown elements
Dynamics computation X,R,V,®,qo 1)
Fluxes discovery X,R,V,U(6(0)),0<; U@(1)),...,U(0(i —1))
Regulation discovery R, U(6(0)),...,U(6(i)),0<; )
Dynamics analysis X, R,V,6<; Statistical params, etc.

Table 2.1 Some biologically inspired problems which can be tacklethinithe MP systems
framework. Unknown elements should be computed from kndements by means of suitable
mathematical techniques and computational tools.

The last problem listed in Table 2.1 concernsdyaamics analysjs data-mining task
which involves the discovery of new biological informatifsom observed dynamics. It
is related to the discovery of statistical parameters (dygamics and flux correlations),
the clustering of observed time-series to detect the maorsof a biological system,
and the analysis of the dynamical behaviors occurring fréffierént (environmental

and structural) conditions.

Of course, it could be very useful to systematically attdgse and further bio-inspired
problems by means of a set of computational tools suitablgldped to satisfy biolo-
gists’ needs. The software architecture proposed in thessetion answers this request
by supporting an extendable set of plugins, each dedicatadpecific task.
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Fig. 2.1 An MP graph visualized by a graphical user interface of MithPFrame labels point
out MP system elements in the MP graph representation. &uies, reactions and parameters
describe the system stoichiometry, while fluxes expressyhgem regulation.

3 A new plugin-based framework for processing MP systems

Here, we propose a computational structure which enablaaRlgh to systematically
tackle the problems introduced in Table 2.1. Figure 3.2 asghis framework, which
involves four main layers: the first deals with the model dé&éin and visualization by
MP graphsthe second is dedicated to the representation and stari@ systems by

a suitable data structure call®tP store the third concerns with the processing of these
data by means of computational units calldg plugins and finally, the fourth arranges
a set ofvistaswhich support the MP systems analysis.

MetaPlab employs this framework to extend the functioreiand to improve the per-
formances of MPsim 3, which only coped with the MP systemaukition. The new
extendable data processing layer, described below, tustal®ab to be a proper “vir-
tual laboratory” wherein MP plugins act as virtual tools fsocessing MP systems. In
the following we show some implementation details of the s@fiware architecture
depicted in Figure 3.2. A technical description of the whatehitecture will be pub-
lished soon in the MetaPlab User Guide [28].

MP graphs. The leftmost layer of Figure 3.2 contains the MetaPlab inpUt,, also
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Fig. 3.2 The MetaPlab framework.

depicted in Figure 2.1. Itis an easy-to-use graphical ugerface which takes MP sys-
tems as inputs and visualizes them by means of MP graphs. Séredtags MP graph
elements from the right toolbar of Figure 2.1 to the centraitevpanel. He or she spec-
ifies their internal parameters by filling in suitable fieldsd connects the nodes by
drawing arcs between them. Importation of observed tinmeseelated to substances,
parameters and fluxes dynamics is supported and a “netwgkted” visualization of
MP system dynamics is provided by pop-up windows attached¢t node. MP graphs
loaded by this GUI are stored into MP store objects, whichdafened below.

MP storedata structure. The second layer of Figure 3.2 consists of an object-orente
data structure calleP store It has been designed to store all the elements of an MP
system by suitable Java objects. Eaclbstance: € X is mapped to an object which
stores the substance namgdts molar weightu(x) and the time-series of its dynamics
((0(3))(z) | i € N). Eachparameterv € V' is implemented by an object having two
main fields, the first stores the regulation functignas a string, while the second holds
the time-series of its dynamid$d(i))(v) | ¢ € N) as a vector of real numberBlux
objects are very similar to parameters, in fact each fluxestdhe regulation function

o, Of a reactionr by a string field, and the related flux time-ser{es.(6(i)) | i € N)

by a vector. Finally, eacteactionobject implements a reaction rutec R by a vector
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of pointers that address the substances objects involveddach pointer from a reac-
tion r to a substance has a related multiplicity field which stores the valiig, of
the stoichiometric matrix. MP store is a crucial point of tiew software architecture.
Indeed, being the standard input of every plugin, it acts Asdgge between th&P
graph visualizatiorand thedata processingayer described in the following.

Data processing.The third layer of Figure 3.2 represents the core of the neshiar
tecture, in fact, it concerns with a plugin-based moduleimppvith the MP systems
data processing. This layer is composed)ogn extendable set of Japdugins listed

on the right of the third layer, each equipped with speciffmuinand (auxiliary) output
GUIs, andii) aPlugin Managey depicted on the left of the third layer, which automat-
ically loads MP plugins and makes them available to be laeddfiP pluginsare the
MetaPlab processing units. Each of them is involved in aifipeammputational task,
such as the dynamics computation of an MP system, the egimat its regulation
functions, the analysis of its dynamics, or the importatbmetabolic pathways from
databases. To accomplish one of these (or further) taskagampmets two possible-
puts: an MP store object, which addresses the model visualizetidinput GUI, and

a set of auxiliary data, coming from a plugin-specific inpidIGif the plugin provides
it). The pluginoutputs may be saved into one or more MP store objects or they can be
displayed by plugin-specific output GUIs (tMP vistasdescribed below).

A plugin can be implemented by one or more Java classes, dnavithods for accom-

plishing some basic functions, such as, to return the plagime and its description,
to acquire the input, to perform the data processing, anetiarm the output. Further

Java methods manage the plugin synchronization with theféise application. Once

all the required methods have been implemented, the plsgieaidy to be launched by
means of MetaPlab. In this way, the compiled (.jar) file of pfiggin should be placed

into a specific folder, calleglugin directory in order to be automatically recognized
and loaded by the Plugin Manager.

Figure 3.3 depicts thBlugin ManagerGUI which enables the user to choose plugins
from a list and to run them. Thepper sideof this window displays the available plu-
gins. Each of them can be launched by selecting the related ienthe list and by
clicking the underlyingRun button. If a plugin saves its output as an MP store data
structure, then further plugins can work on this outputfiggtit as an input. Whenever
a plugin computation stops, the Plugin Manager is displayedrder to give the user
the chance to run another plugin. Tlosver sideof the Plugin Manager is instead ded-
icated to deliver new plugins. In fact, due to the intringgen and easy structure, MP
plugins can be implemented, following a few simple rulesythoever wants to attack
a specific modeling problem by MP systems. From this pergsgedhe forthcoming
on-line repositories will enable the exchange of these adgatnal tools among the
MetaPlab users, thus encouraging their reuse. When amemepository is selected by
the first text field, the subsequent text box automaticalopnahithe list of plugins which
can be downloaded from the repository. Soon, a web site detico MetaPlab [28]
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will support the download of new plugins and it will provideamplete documentation
of the software.

2 MPlab Plugin Manager |:”E]®
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Fig. 3.3 The MetaPlab Plugin Manager. In the upper side the user gaplugins by choosing
them from a list. The lower side allows the user to download péugins from forthcoming
on-line repositories.

MP vistas. The fourth level concerns with other ways of representing stiactures
and MP dynamics, which can support the analysis of specifiecs of the modeling
process. Some examples of these vistas are the jointingadisubstances and param-
eters curves, the plotting of phase diagrams, and the visti@in of statistical indexes.

Auxiliary modules. Two further modules are displayed in th@tom of Figure 3.2:
the MP store validatorand therepository managerThe first is a Java library which
assists plugin designers to check the MP store consist@iheysecond manages the
systematic storage and retrieval of the experiments @lata specific MP system.

4 A plugin for computing MP system dynamics

In this section we propose a plugin example to highlight tleelhanisms underlying the
plugin-based framework described above. The plugin wegsejs asimulatorwhich

computes the dynamics of an MP system by applying the rectecuations (28) and
(29) of Definition 1. We remark that the plugin is simply a r@@gement of the stand-
alone software MPsim 3. The main difference between thedstdone simulator and
the relative plugin version is that, the latter satisfies sstnuctural requirements which
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allow it to be automatically loaded by the Plugin Managercommunicate with the
MetaPlab input GUI and to exchange data with other pluginkth® details about
these simple requirements will be published in the forthicgnMetaPlab Developer
Guide [28].

Plugin functioning. At the beginning of the modeling process, we define an MP sys-
tem by dragging substance, parameter and reaction nodesfie@right toolbar of the
input GUI (Figure 2.1). Then, we draw stoichiometric arcs] &ve state both regulation
functions and initial conditions. For example, let us inmegio define an MP graph for a
typical metabolic process, as the mitotic oscillator algesimulated by the stand-alone
tool in [3].

After this input stage we open the Plugin Manager (Figurg®tdch lists all the avail-
able plugins. We select thdynamics computation toddy choosing the related entry
from the upper list, and we click tHeunbutton, in order to start the plugin. The graph-
ical user interface depicted on the left side of Figure 4 geaps on the screen. By this
window we state the number of steps to perform and then, welathe dynamics com-
putation process by the start button. When the process éisjshe substance, parameter
and flux time-series, computed by the plugin, are automitisaved by an MP store
which updates the MP graph displayed by the input GUI. Funtioee, the dynamics is
plotted by the plugin output interface, depicted on thetrigfttigure 4.4, which shows
the typical mitotic oscillations.

We finally remark that the just computed dynamics can be msEgagain by further
plugins, as in a pipeline, because MP store objects preseevéormat compatibility
among all these tools. From this perspective MetaPlab withelreases the computa-
tional power of MPsim.

B MPlab simulation paramelers @FW@

Simedation parameters
New organism simulation

Engne: defauk
Staps 150000 | [T floceing

Fig. 4.4 On the left: The input graphical user interface of the dynamics comprigilugin.On
the right: the output graphical user interface of the dynamics contjmumtglugin.
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5 Conclusions and future works

This work has shown that several problems related to the fimgdef biological net-
works can be systematically tackled by means of a set of ctatipnal tools integrated
in a virtual laboratory, based on the MP systems theory.

The power of this laboratory tightly depends on the flexibitif the plugins architecture
and will increase as much as we collect new plugins enrictiiedhasic functionalities
of our system. For example, at present we are almost readydt@a aew plugin, based
on the Log-gain theory [14], which compute the fluxes of a giMP system, deduced
by a temporal series of observed states. We plan also toaewather plugins based
on traditional regression techniques, neural networksgamettic programming, for ob-
taining flux maps from fluxes.

Other important functionalities of our virtual laboratowill be topics of further ex-
tensions. In particular we want to mentidhplugins which compute suitable statistic
coefficients and analyze the system stability when bioklgi@rameters changé)
plugins dedicated to the network importation from the mairline databases (by the
SBML standard)iji) plugins able to map MP systems to other formalisms, such & OD
or Petri Nets, and to visualize MP models by means of altematstas.
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This paper presents a bio inspired membrane computing atioolfor an end-
to-end, secure mobile ad hoc network (MANET). Mobile ad hodes remain
autonomous and organize themselves in an overall commahitetwork de-
vices to perform coordinated activities. Membrane computr P systems, as
distributed and parallel computational models, are deedoas an abstract bi-
ological metaphor for mobile ad hoc network nodes. Mobildhad membrane
networks are modeled using a transitional P system sinaalatvith migration
components and a guardian membrane that regulates intermttetween the
trusted network component and the unknown external enviemnt.

1 Introduction

P systems belong to the class of theoretical natural comguitiodels inspired from

the way the live cells process chemical compounds, enerdyrdarmation. They are

highly parallel and based on the notion of a membrane stredi?]. Such a struc-

ture consists of several cell-like membranes recurrenthced inside a unique skin
membrane. The regions delimited by a membrane structurplaced in multisets of

objects, which evolve according to evolution rules asgediavith the regions. These
objects placed in the regions delimited by the membranes,beatransformed into

other objects and can pass through a membrane. The goakafeggarch was to in-
vestigate the feasibility of applying P system models asméwork to address an NP
complete problem [10, 12], that of securing mobile ad hoevoeks. Two basic classes
of P systems, with symbol-objects and string-objects [S8ten@nsidered. Addition-

ally P system models were developed based upon ambienteraabdulus for securing

Mobile Ad hoc Networks [2, 15, 16].

A mobile ad hoc network (MANET) typically consists of a largember, potentially
hundreds or thousands, of highly mobile data sources wisensmay be scattered over
a wide area with little or no fixed network support. These roeks must adapt rapidly
to dynamic changes in network configurations. Mobile ad hetgvorks consisting of
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a wide variety of information sources and users require geeaf distributed services
and network protocols to solve the problems of mobility, wemnals and intermittent
disconnection, dynamic reconfiguration, and limited posweilability. The DasWebPS
(P system) simulator was previously developed as part ofNé@ York Nano-Bio-
Molecular Information Technology (NYNBIT) incubator peajt. The DasWebPS sim-
ulator was used in the present research in order to modetahsitional P systems that
would replicate membrane agent behavior in a mobile ad hoeark. Results from
the simulation were then abstracted using the Xholon [IWlgtor's P system model
for validation. The simulation was successfully compleatedO iterations, terminating
when the mobile ad hoc node exits the trusted environmegtgkin membrane).

2 Methodology

Transitional P systems and deterministic P systems witlreanotembranes [13] have
been simulated in various programming languages, and séithem have been used
to solve NP-complete problems as Hamiltonian Path ProbleRP(), SAT, Knapsack,
and partition problems. P systems with active membranpatimembrane and external
output are simulated in CLIPS, and used to solve NP completagms [14]. A more
complex simulator written in Visual C++ for P systems withtiae membranes and
catalytic P systems is presented in [3]. It provides a gregdisimulator, interactive def-
inition, visualization of a defined membrane system, a &talgraphical representation
of the computation, and step-by-step observations of thalmane system behavior.

The DasWeb PS simulator allows for enhanced applicaticel Ewnulation and offers a
user-friendly interface to the user. In addition it alloves élebugging and visualization
features and thus is a flexible P system development tochdasWeb PS simulator
all membrane computing applications are tree structurastwibecome visible in the
GUI once an application has been opened. The applicatierctnetains three sub trees;
Controller, View, and Model. At any time while the progranrisining, a single click
on the parent Application node will display at the bottom lué tGGUI the name of the
open model and the current time step.

A comparative analysis was undertaken inspired by [15, p@lyang an expressive
ambient calculus to Membrane Computing, based on a sintilactsre and common
concepts as a natural extension to the research descrifg&8jnThe aim was to classify
mobile network components according to their behavior, @reimpowering sites with
control capabilities which allow them to deny access to ¢hagents whose behavior
does not conform to the site’s policy as described in [5].ri¢gée of a system conforms
to: k[M| > P] that consists of as an entity named k and structured in tweraya
communications agent P, possibly accessing local resswftered by the site, and a
guardian membrane M, which regulates the interactions é&tvwhe communications
agent and the external environment. An agent P wishing ter ergite | must be verified
by the guardian membrane before it is given a chance to eiteelr  the preliminary
check succeeds, the agent is allowed to execute, othemvissejected. In other words,
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a membrane implements the policy each site wishes to enlimcedy, by ruling on the
requests of access of the incoming agents. This can be eegrby a migration rule of
the form [6, page 2]:

E[M*| > gol.P|Q]||I[M"'| > R] — k[M*| > Q]||I[M'| > P|R]if M'+* P

The relevant parts here are P, the agent wishing to migrate the original environ-
ment, Group A consisting of ambients (here is the originating site and | being the
receiving site), needs to be satisfied that P’s behavior tiesith its local policy. The
latter is expressed by I's membraré!. The judgmenf/! ¢ P represents | inspecting
the incoming agent to verify that it upholdg’.

Observe thatin the formulation abo¥é' H* P represents a runtime check of allincom-
ing agents. Because of the fundamental assumption of opensigch kind of checks,
undesirable as they might be, cannot be avoided. In ordedce their impact on sys-
tems performance, and to make the runtime simulation asesffias possible, it was
necessary to adopt a strategy which allows for efficient tigenification. The resulting
elementary notion of trust operates from the point of vieat #ach |, the set of sites, is
consistently partitioned between “trustworthy,” “unttesrthy,” and “unknown” sites.
Then, in a situation like the one depicted in the rule abaveas assumed that | will
be willing to accept a k-certified digest T of P’s behaviornfra trusted site k. It is
therefore necessary to modify the primitive rule and thegjuént- k as in the refined
migration rule [6, page 3]

k[M*| > gorl.P|Q)||I[M"| > R] — k[M*| > Q]||I[M"| > P|R]if M'+% P

As discussed in [6] the difference is expresseddh % P. Here, | verifies the entire
node P against Ml only if it does not trust k, the signer of Rgtificate T, otherwise,
it suffices for | to match MI against the digest T carried by pinitive “go” together

with P from k, so effectively shifting work from | to the origator of P.

3 Analysis

The novel contribution discussed in this paper is the natioa “guardian membrane”
used to implement and enforce different types of securigtee policies [6]. Here the
focus was on the membrane agents’ migration from site x éoysithe main operational
mechanism is “between cells”, rather than intra-site (peal or intra-cellular) com-
munication. Using these basic operations it was possibéet@lop a working model
and subsequently simulate a transitional Membrane Comgutiodel to verify the no-
tion of policy enforced using membranes. This required apsnpolicy which only
lists allowed actions and then proceeded to count actioaroeeces and then to apply
nondeterministic Membrane Computing policies. Policiesthe enforcement of rules
concerning the behavior of single agents, and do not takedietount “coalitional” be-
haviors. Here incoming agents, assumed to be benign, jastess of resident agents
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in order to perform cooperatively potentially harmful acts, or at least overrule the
host site’s policy. Those policies intended to be applietthéojoint, composite behavior
of the agents contained at a site are referred to as localsatart. Resident policies
were explored as the final application of policy. In all thees, the simulation adapts
smoothly; one only needs to refine the information storechanduardian membrane
and their respective inspection mechanisms.

4 Discussion

The results reported in the analysis section reinforcedititings as reported in [1,
2] of an inherent security feature in ambient calculus, rigintieat the access to an
ambient is authorized using the correct ambient name. THeearhname serves as a
type of password for accessing the ambient. In the P systedehtonsidered above,
the membranes from the Group A have the same names as thewsi(eig nodes) they
are guarding, in this way, when an agent is going to access saie, for example, the
node named n, the corresponding membrane from the grouplieiR system sends
some multiset of objects to the membrane with naméf the ambient with name
exists, that is the corresponding membrane with the naptBen with respect to the
definition of transitional P systems operating within a dyi@anetwork of membranes,
the multiset of objects will be delivered to the membrandnaitidress.. Otherwise, the
action will be denied access until a membrane with narappears.

There are several key components necessary to allow foresewobile networking as
described in [7]. First and foremost it requires a rich pplanguage, expressive enough
to specify both authorization and information-flow pol&ges described in [4]. Together,
these policies regulate the use and propagation of infeom&troughout the network.
During development of the Mobile Ad hoc membrane computiraget, it was nec-
essary to express constraints on allowable mobile nodevimekahat can be checked
statically. Policies appearing in node certificates aréfieelrby hosts to ensure com-
pliance with their own local data policies. Finally, duriagecution of the simulation,
the policy language provides the vocabulary for authoidzethecks that are performed
at run time to enforce access control. The Mobile Ad hoc maglblased on an open
system and enforces policy rules for specification of infation-flow and authorization
policies. The secure membrane networking architectureiges features for describing
the locality of data sources and the security policies tbaegn them. This information
is expressed as a collection of P system rules. The securdraamnetworking archi-
tecture provides three services. First, it checks thefamte accompanying a node if it
is asked to execute. This protects the host against mati@ogorrupted code by rul-
ing out potential flaws (e.g., buffer overflows, etc.) andugas that the node complies
with the host’s local information-flow policy. This part die security enforcement oc-
curs before the node is allowed to enter the network. Théficate verifier is part of
the trusted networking base. Second, the membrane netvgpskistem manages digi-
tal certificates that represent proof witnesses for theaightion and checks the node
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to make certain it has been authenticated. And third, the lon@n@ networking system
provides secure inter-host communication. When, duriegthurse of execution, a pro-
gram needs to exchange data with another node in the netivoides so through the
guardian membrane, which applies appropriate autherdicand encryption to ensure
that the underlying communication channel is secure.

5 Conclusion

Mobile ad hoc networking is increasingly characterized g global scale of appli-
cations and the ubiquity of interactions between mobile gonents. Among the main
features of the mobile ad hoc networking include securermétion dissemination and
location awareness, whereby nodes located at specificagitesappropriately to local
parameters and circumstances, that is, they exhibit “ctiat@are”; mobility, whereby
information is dispatched from site to site to increase Baity and expressivity; open-
ness, reflecting the nature of global networks and embodyiagermeating hypothe-
sis of localized, partial knowledge of the networking eoniment. Such systems present
enormous difficulties, both technical and conceptual, aadarrently more at the stage
of future prospects than that of conventional networkinactice. Two concerns, how-
ever, appear to clearly be of a far reaching importance:régcand mobility control,
arising respectively from openness and from mobile ad haterand resource migra-
tions.
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Dealing with distributed implementations of P systems jabtleneck commu-
nication problem has arisen. When the number of membrarmssgup, the
network get congested. In agreement with this, severalighdd works have
presented an analysis for different architectures, whigblément P systems in
a distributed cluster of processors, allocating severahbranes in the same
processor. The purpose of these architectures is to reammpromise between
the massively parallel character of the system and the weedaution step
time to transit from one configuration of the system to thetimee, solving the
bottleneck communication problem.

The work presented here carries out an analysis of the sa&sanftthe P sys-
tems, in several distributed architectures. It will be sal\how to restructure P
systems when dissolutions or inhibitions take place in ntamds. Moreover,
it will be also determined the extra information necessamvary communica-
tion step in order to allow all objects to arrive at their etgwithout penalizing
the communication cost. This analysis will be performed lom base of use-
fulness states, which were presented in a previous work.usb&ulness states
allow each membrane of the system to know the set of membuaitiesvhich
communication is possible at any time.

1 Introduction

Membrane Computing was introduced by Gh. Paun in [6], asnabranch of natural
computing, inspired on living cells. Membrane systemsldistia a formal framework
in which a simplified model of cells constitutes a computaaicdevice. Starting from
a basic model, Transition P systems, many different vaginave been considered; and
many of them have been demostrated to be, in computatiomapequivalent to the
Turing Machine. Strictly talking from an implementationuaint of view and consider-
ing only the simplest model (Transition P systems), theeesaxveral challenges for re-
searchers in order to get real implementatios of such systéoday, one of the most in-
teresting is to solve the communications bottleneck probden the number of mem-
branes grows up in the system. Accordingly with this factesal works [8], [2] and [3]
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present an analysis for distributed architectures basellocating several membranes
in the same processor, in order to reduce the number of elteommunications. These
architectures allow certain degree of parallelism in aggilon rules phase, as well as in
the communication phase in a transition step during P Systesoution.

On the other hand, usefulness states were defined in [5] wihrtain goals. First and
foremost, a usefulness state in a membrane representsttbEraembranes to which
objects can be sent by rules in the current evolution ste ifformation is essential
to carry out a transition correctly. And second, usefulretases are used to improve
the first phase -evolution rules application inside memésawgetting useful rules in a
faster way. In [8], [2] and [3] the total time for an evolutistep is computed, and what
is more importantis the fact that reducing the applicatibage time, the system obtains
an important gain in the evolution step total time.

The goal of this paper is to fit usefulness states into comaatioins architectures pre-
sented in [8], [2] and [3], solving the problem of membrangsdiution and membrane
inhibition, not considered in those works. Furthermoreyiit also considered the re-
quired information for objects to reach their respectivg¢éd membranes. This infor-
mation is based on the usefulness state concept.

2 Related works

At this point, several distributed architectures for implknting Transition P systems
are described, and also the usefulness state conceptésvexVi

2.1 Communication architectures In order to face the communication problem in
P System implementations, Tejedor et al. present in [8] ehitacture named "partially
parallel evolution with partially parallel communicatibiThis architecture is based on
the following pillars:

1. Membrane distributionSeveral membranes are placed at each processor which

will evolve, at worst, sequentially. Then, there are twoddf communications:

e Internal communications between membranes allocatedeasaime proces-
sor, with negligible communication time due to the use ofredamemory
techniques.

e External communications between membranes placed irrelift@processors

2. Proxies used to communicate process@fben a membrane wants to communi-
cate with another one allocated at a different processes asproxy. Therefore,
external communications are carried out between prox@bgtween membranes.
This implies that each processor has a proxy which gathgestshfrom all mem-
branes allocated on it, and after that it communicates wiitakle proxies.
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3. Tree topology of processarsorder to minimize the total number of external com-
munications in the system. Proxies only communicate widirtharent and chil-
dren proxies. Figure 2.1 shows an example of a membrandsteLfor a transition
P System and its distribution in an architecture with fowrgassors.

P1

s 3 ~ oSN,

1] BDTD 66 9| %

7 Eiamem.

P4 £ 1
+«——» IntemalCom.
.c 4=+ VfitualCom.

-

Fig. 2.1 Membrane distribution in processors

4. Token passing in the communicatidngprevent from collisions and network con-
gestion. A communication order is established through anpknd then only one
proxy tries to communicate at any moment. This token tratleisugh a depth
search sequence in the topology of processors tree. In tiétesture of figure
2.1, the order in communications would be the following: BPR2, P2 to P4, P4
to P2, P2 to P1, P1to P3 and finally P3 to P1.

More recently, Bravo et al. [2] have proposed a variant o grchitecture. Membranes
are placed in slave processors and a new processor is icgddwcting as master. Slaves
apply rules and send to the master multisets of objects wtangets are in a different
slave. Master processor redistributes the multisets tovits slaves. This architecture
keeps the parallelization in the application phase obthind8], but also it seeks for
parallelizing the rule application phase in some processath the communication
phase in others. This produces the reduction of the evolstiep time in the system.

An evolution of the last architecture was proposed in [3] bg\® et al. Now, several
master processors in a hierarchical way are used. This llaetsathe parallelization of

external communication and drastically increases thellpézation of application rules

and external communication phases. As result, a bettengonlstep time in the system
is obtained.

2.2 Uselfulness states. The usefulness state concept at membranes of a P System
is introduced in [5]. This state allows to any membrane tovkrnbe set of children
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membranes to communicate with (membrane coht@ktis information is necessary to
determine the set of rules to be applied in a evolution steg jtechanges dynamically
when membranes are dissolved or inhibited in the P System.

The set of usefulness states for a membrarie a Transition P System can be ob-
tained statically, that is, at analysis time, as we can s¢g&]irOne usefulness state in
a membrane represents a valid context for that membrandstteacontext that can be
reached after an evolution step. As membrane context camgehdynamically, transi-
tions among states are also defined in [5].

From a given usefulness state can be obtained the set ofl uskefs. A rule is useful
in an evolution step if all its targets are adjacent, notalissd and not inhibited, then
communication is feasible.

Figure 2.2 represents our example of P System. In this cadg rales associated to
membrane 3 are detailed. Symldah membranes 6, 9, 10 and 11 represents the possi-
bility of these membranes to be dissolved by the applicaif@ome rules inside them.
The symbolr represents the possibility of inhibiting for membranes @nd 11 by the
same cause. Usefulness states for membrane 3 are depidtdadar?.1, together with
their contexts and useful rules associated.

L/

1
43 s
/ \ /n calb---»(@?in)bing ) 1
ry: &’ b?---> (a? in;)(a? here)( b? he: re)
r3: a?bf-—> (b? ing)(b? oub) &
ry: at—> (a? here)b? ing)
r5 . b2-—> (a here)(b here)

D
Q /

Fig. 2.2 Dissolving and inhibiting capabilities in membranes

Tables defining transition among states are also definedtsaastime. Suitable transi-
tions take place when a child membrane of the current cootextges its permeability.
In such a way that, during system execution, membranes bilio the set of useful
evolution rules directly from their usefulness stateshwitt any computation.

From an implementational point of view, problems arise whembranes have a high
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Usefulness State Context | Useful rules
Q0 {6, 7} T1,72,73,T5
Q1 {6} 3,75
q2 {8,9,7 T9,74,T5
q3 {8, 9} 74,75
qa {8, 7} To,T4,T5
qs {9} s
6 {7} T2, 75
qr 0 Ts

Table 2.1 Usefulness states for membrane 3

number of states, which cause transition tables to grow tyat s why in [5] it is
proposed to encode usefulness states in order to avoidtioentables. Each one of
usefulness states is encoded depending on its contexi r@msitions are carried out
directly in the code. Accordingly with this idea, two definits are introduced:

Total Context for membrane j. Itis the set made up of all membranes that eventually
can become children of membrameTherefore, all contexts are included in the total
context.

TC(j) = ChidOf(G)  |J  TCU) (30)

Jx EChild_D(5)

whereChild_O f(j) is the set of all membrangchildren in the initial membrane struc-
ture; and wher&'hild_D(j) is the set of membrangchildren that can be dissolved.

Normalized Total Context for membrane ;. It is defined as th&'C'(j) sorted in depth
and in pre-order.

TCNormal (j) - (j17 TCNm’ma,l (jl); .. ;jn; TCNormal (jn)) (31)

wherej, € Child_Of(j) from left to right iny, that is, in the initial membrane struc-
ture; andl'Cnormai(Ji) is considered as null if membrarig has not dissolving capa-
bility. For instance, in our P systefC'normai(3) = {6,8,9,7}.

Each one of the usefulness states of a membjamencoded b¥'C'n oymai(j) depend-
ing on its context, with binary logic. The value 1 represehtt the membrane belongs
to the state context. For example, the usefulness ggabé membrane 3, representing
the contex6, 7}, is encoded as 1001.

If ¢/(t) = (i1,...,ik,...,i,) €ncoded bYI'Cnormai(j) is the usefulness state for
membrang at timet, the transitional logic will be the following:
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1. If membrane,, at timet is inhibited, theng’ (t + 1) = (i1,...,0,...,4,)

2. If membrané,, attimet comes back to be permeable, theh(t +1) = (iy, ..., 1,
ey in)

3. If membranei;, at timet is dissolved, it has to send its usefulness stétét),
encoded by its normalized total conté&X€'n ormai (i), to the membrang. Con-
sidering formula 31, the usefulness state for membranan be expressed in a
deeper way ag’(t) = (i1, ... +it, TCNormai(ik), - - +in). Then, the transition
obtained for membrangis ¢/ (t + 1) = (i1, ... ,0, ¢% (t), . .. i)

In the proposed example, if membrane 3 is in the usefulnass2tt) = 1001, encoded
by TCNormai(3) = {6, 8,9, 7} and membrane 6 is dissolvedgfi(t) = 11 encoded by
TCNormal(6) = {8,9}, it is obtained the transitiog®(t + 1) = 0111

3 Usefulness states updating in membrane dissolution and
inhibition

In order to fit properly usefulness states updating, we wivpusly describe the su-
cession of tasks that are carried out in an evolution steprbe€ommunications initiate,
that is, in the phase of rules application inside a membrane.

1. Active rules are obtained at every membrane of the system.

2. Active rules are applied in a maximal parallel and non cheteistic way at every
membrane of the system.

3. Each membrane of the system determines the result of aplgigcation. The fol-
lowing information is obtained:

e Objects which are produced and remain at the same membrane.

e Objects which are produced and have as target an adjacentbraeenof the
P System. These objects will be sent to the proxy of the psmrds which
the membrane is placed. This proxy will be in charge of cdilterobjects and
sending them to their respective targets, as will be desdrib section 5.

e A new permeability state for the membrane, which is compditdidwing
the figure 3.3 automaton. This automaton represents timnsi@mong mem-
branes states based on the resulting dissolution and figmbin the applied
rules. The membrane will notify its new permeability staietie proxy only
in case of changing.

When a proxy receives the information sent by a membrane peemeability state and
current usefulness state in case of dissolution- it is reseggo carry out the following
tasks:
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Fig. 3.3 Membrane permeability states

1. The proxy has to find out the father membrane. It is necgdesazonsider that it
can change dynamically, as membranes are dissolved. Fuithe, the father may
be allocated in another processor.

2. The proxy has to notify the new situation to the father. Higer will update its
usefulness state according to this situation, as it has $fe@nn in section 2.2

In order to achive these goals, the proxy must know the menagstaucture, as regards
membranes allocated in the proxy processor. And for eaclobtieem, the proxy must
know the following information:

¢ j: membrane identifier.
e D(j): Dissolved. The value will be true if membrane j is dissolved
e TCL(j) : Total Context Lenght. This value is computed in analysigetifollowing

the formula: .
TCL(j) =) (1 + TCL'(jx)) (32)
k=1
wherej, € Child-Of(j) and
TCL'(jy) = TCL(j) if ji ha_s dissolving capabilit
0 otherwise

e PFTC(j): Position at Father Total Context. This value is the meméjgrosition
at the normalized father total context. This value is coragditom the initial struc-
ture in analysis time following the formula:

i—1
PTCF(ji)=1+ Y (1 + TCL (ji)) (33)
k=1

wherej, € Child_Of(j) atthe left ofj; in u

Forinstance, a8Cnormar(3) ={6, 8,9, 7, values ofPFCT for both children
membranes are obtained from this total context. SpeciicBIFT'C(6) = 1 and
PFTC(7) = 4.

e USM()): Usefulness State Mask. The membraneill make use of this mask in
the usefulness state updating process.
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Following with the example in figure 2.1, figure 3.4 represehe stored information in
proxies. The values faF LC(j) and PFT'C(j) are worked out from the corresponding
normalized total context, which are obtained taking intocamt dissolving and inhibit-
ing capabilities of membranes, depicted in figure 2.2.

e
Proxy P1 1

D=f TCL=8 7
USM=0 PFTC=null D=f TCL=1
USM=0 PFTC=4
3 3 h
D=f ToL=2 D=f TCL=4 ¥ _
USM=0 PFTC=1 USM=0 PFTC=2 D=f  TEL=0

USM=0 PFTC=1

Proxy P2 Proxy P4 6(P2)
i 3(P1) USM=0
UsM=0
~ (] ]
[]

i > p=f TcL=1 D=F TCL=0
D=f TCl=0 | D=f TCL=0 ||D=f TCL=2 USM=0 PFTC=1 Gol=l PRIt
USM=0 PFTC=1 | |USM=0 PFTC=2 | |USM=0 PFTC=1 ‘Jﬁ

D=f TCL=0
UsM=0 PFTC=1

Fig. 3.4 Information stored in proxies to update usefulness states

The proxy looks for the father of the membrane which has chdrtge permeability
state, going up in the membrane structure. In this case niécessary to usB(j) to
find a not dissolved membrane.

The proxy has also to prepare the suitable information ftrefamembrane in order
to update its usefulness state. The updating process isrpetl by changing the bit
representing the membrane which has change its permgadidite. This operation is
performed through a XOR between the usefulness state arid$Aé ;) field. As itis
shown in 2.2, the following cases can be found:

e Inhibition of a child membraneThe position associated to the child membrane in
the usefulness state has to be changed from 1 to 0, which ntie@nsommuni-
cation is not possible for the next evolution step. A XOR @pien with a bit 1
reaches this change. For instance, let us suppose that meen®in our P System
has the usefulness state 1001AC N ormai(3) = {6, 8,9, 7}, this state represents
the context{6,7}. Let us also suppose that membrane 7 is inhibited at this time
The usefulness state for membrane 3 is updated as follows:

USM(3)=0001 (bit 1 for membrane 7)
1001 XOR 0001 = 1000 ( Context(3){6} )

e Removing inhibition of a child membran&he position associated to this mem-
brane has to be changed from 0 to 1. This represents that tlterabmbrane
accepts objects for the next evolution step. Again, a XORatmn with a bit 1




Usefulness States in New P System Communications Architectures 143

reaches the change.

e Dissolution of a child membrandhe bit representing the child membrane in the
total context has to be changed from 1 to 0. Moreover, sewdrtie following
positions in the normalized total context represent theteodrof the dissolved
membrane, as formula 31 shows, and necessarily these bitssthde replaced
with the usefulness state of the dissolved membrane. One tinog, these changes
can be done with a XOR operation between the usefulness atatéhe mask
stored in théJ.SM (j) field. For instance, let us suppose that the usefulnessistate
membrane 3 is 1001, representing contgt7}, and membrane 6 is dissolved in
the usefulness state 10. As th€' v ormai(6) = {8, 9}, this state represents context
{8}. The usefulness state of membrane 3 would be updated inltbeifng way:

USM (3) = 1100 (bit 1 for 6, followed by its usefulness state)
1001 XOR 1100 = 0101 ( Context(3){8, 7} )

The main problem now is to exactly determine the positiomaf information in the bi-
nary mask, thatis, in the field S M (7). In order to do this, itis necessary thd"T°'C'(5)
field. The proxy goes up in the membrane structure lookingHerfather membrane,
and simultaneously performing the addition BF'T'C(5) fields for every dissolved
membranes found in the path.

As an example, let us suppose that membrane 9 is dissolveglilation step in which
membrane 6 was already dissolved in a previous step, in suely ghat membrane 3 is
the membrane 9 father. TH&S M (3) field can be obtained in the following way:

Information = 1 (membrane 9, followed by its usefulnessejtat
Position =PFT'C(9) + PFTC(6)=3

Lenght=TCL(3)=4

USM(3)=0010 (asl'Cnormal(3) = {6,8,9,7} = 9 dissolution)

When a membrang changes its permeability, the algorithtbhangeU3Change Use-
fulness State, figure 3.5) will carry out this process. Therafor + represents strings
concatenation an@’ represents a string with symbols0.

In an evolution step, it may happen that several children brarmes change their perme-
abilities, involving the same father. Therefore, the ubedas state of a membrane has
to be modified with several masks. No matter the order in witehproxy processes
permeability changes, conmuntative and associative ptiep@f XOR operation allow

to obtain the value fot/.SM (j) correctly . Let us suppose, in our example, that mem-
branes 6 and 9 are dissolved in the same evolution step.)tfgnmmcesses membrane 6
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ChangeUS ( j, NewPerm, UState )
(1) Mask <--1
2) IF NewPerm = Dissolved THEN BEGIN
3) Mask <-- Mask + UState
(4) Mask <— Mask XOR (0 + USM (j))
{(* Send up current USM of membrane j *)
(5 END
(6) Mask <-- 0 FFTCUI-T + Mask
(7)  Target <-- Father ()
(8) WHILE D(target) AND NOT OutProcessor(Target)
(9 DO BEGIN

(10) Mask <— 0 PFTC{Target) + Mask

(11 Target <-- Father (Target)

(12) END

(13) IF NOT OutProcessor(Target) THEN
(14) Mask <— Mask + 0 TCL(Target) - | Mask |

(* Fit Mask in the Total Context *)
(18) USM (Target) <-- USM (Target) XOR Mask

Fig. 3.5 Algorithm used to obtain th& S M field for membrang father

before, the resulting/ SM (3) is procesed as follows:

Father=3

Mask = 1110} WEhE= 1158

15t ChangeUS(6, dissolution, 11) {

[ Father=3

2nd ChangeUS(9, dissolution, -) JL Mask = 0010} UsSM(3) = 1110 XOR 0010 = 1100

Both dissolutions have been considered owing to XOR opmrdti line 15. On the
other hand, if proxy processes membrane 9 before, the iregdlt\/ S(3) is procesed
as follows:

Father =6
15t ChangeUS(9, dissolution, -) Mask = 01 USM(6) = 01

Father = 3
2n ChangeUS(6, dissolution, 11) USM(3) = 1100

Mask = (111 XOR (0+01)) + 0 = 1100

USM(6)

When membrane 6 is dissolvéd) S(6) is inherited by the father membrane, that is
UM S(3), through XOR operation in line 4.
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Finally, it is important to note that the father membrane rbayplaced in a different
processor; therefore the process is carried out by seveoakepsors in a distributed
way. The algorithm of figure 3.5 deals with this situationiimek 8 and 13, in which
OutProcessorchecks if the target membrane is allocated in other proceSsation 6
deals with communications in order to reach a distributentess.

4 Encoding targets of evolution rules within total context

Evolution rules in transition P systems have the farm— v,u — vdoru — v T,
withu € Ot andv € (OT x TAR)*, whereO is the alphabet of objects, and
TAR = {here,out} U {in; |jis a membrane labgl Symbols represents membrane
dissolution, while symbot represents membrane inhibition.

Usually, transition P systems implementations up to novjiffiequire to store a mem-
brane identification for every target; in every rule in every membrane. In this paper
a compact representation for evolution rules consequesgan the concept of total
context is presented. It allows to represent targets witheembranes identifications,
what reduce significantly the necesary space to store Mi@sover, this representation
allows proxies to find any membrane target in a precise way.

The total context of a membrane is obtained at analysis time:jt encodes any possible
in; target for evolution rules of the membrane. Hence, addingaryp mask of length
equal to membrane total context length, it is possible tdrobif a rule sends objects
to a determined child membrane with lalgelt is expressed setting to 1 theposition

in the binary mask.

In addition, we propose four bits more in order to encode thmpmlete consequent of
a rulery, two for targets hergb?) and out(b*) respectively and two for representing
membrane dissolutiofb%) and inhibition(b%). Figure 4.6 shows the proposed encoding
for a rule consequent. Besides the sequence of bits, e ters a multiset associated,
represented a&l/} Mk MF ... ME.

On the other hand, the antecedent of a rylean be represented with another multiset:
MF.

h o 1
k 1.k 1.k k 1.k 1.k
Cr)=0,b, 8 ... b, b; by
Target here ‘_I v \_. Dissolution
Targets i
Target out Inhibition
n = LTC(j)

Fig. 4.6 Encoding for a rule consequent
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Table 4.2 contains the encoded consequent of membranes3imwer example. Let us
remind that the normalized total context for this membranéi8,9,7

Rule Encoding | Multisets

r1: a’b — (a®ing)(bing) T 00100110 M{ =b, M} = a?

ro i a?b® — (a® ing)(a® here)(b® here) | 10000100| M? = a?b?, M = a?
r3: a?b® — (b2 ing)(b% out) § 01100001 M2 = b2, M} = b?
ry: a* — (a® here)(bing) 10010000| M} =a?, M3 =1
rs: b2 — (a here)(b here) 10000000| M} = ab

Table 4.2 Encoding consequent of membrane 3 rules

In section 3 it was enumerated the task list to be performexyatution rules applica-
tion phase in membranes. Let us explain how can be used anputedithe resulting
evolution rule using this compact representation of bimaagk and multiset of objects.
Let Mg(p) = ri* ... ¢ = S n;r; be the multiset of rules to be applied in

the evolution step, wheren; means the number of times the rulehas to be applied.
Then, it is needed to compute:

e (C(p), the sequence of bits, encoding targets, for the multisevofution rules
consecuenty, b, by ... by)

C(p) = ORyy, c Mu(p) C(r:) (34)

o My(p), M,(p), M1(p), --.., M,(p), the list of multisets of objects associated to

My(p) = Z n; Mj, (35)
Vr; € Mr(p)

My(p) = Y. mM] (36)
Vri € Mr(p)

Mi(p) = >, mM; (37)
Vr; € Mr(p)

e And finally, M, (p) the antecedent of the multiset of evolution rules.

My(p) = >,  n M, (38)
vV r; € Mr(p)

When this process finishes, membranes proceed to datangelive
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e MultisetsMj, (p) andM,,(p) will be applied directly to the membrane. Considering
w the multiset of objects placed in the membrane at the beginofi the evolution
step,w is updated by:

w = w — My(p) + My(p) (39)

e b, by ... by, together withM,(p) Mi(p) ... M,(p), will be sent to the proxy
processor.

e b; b will be used to find out changes of permeability, as the automi figure
3.3 shows. I is equal to 1, the transitiofiis applied; otherwise i, is equal to
1, the transitiorr is applied; finally, the transition 7 is applied if bothbs andb.-
are equal to 1. In the case of permeability change, membréheatify the new
permeability state to the proxy, in order to update the Usefis state of its father,
as it is detailed in section 3.

5 Targets search in proxies

When a membrane has to send objects to its adjacent membpitarses the proxy. The
membrane sends to the proxy a pair of data:

(Targets, M.S)

WhereT argets is a binary sequence encoding labels of target membrapes (. . b,,)
and MS is the sequence of multisets associated to each ohe tdrget membranes
(M,(p) Mi(p) ... My,(p)). At this moment, the proxy has to perform the following
tasks:

1. Target membrane fa¥/,(p) is the father membrane. Hence the proxy will go up
in the membrane structure until finding out the first not digsd membrane.

2. Target membranes fav/;(p) ... M,(p) are encoded by, ... b,. Hence, the
proxy needs to analyse the Normalized Total Context of thecgomembrane.
Considering equation (2) for Normalized Total Context ofieeg membrane, for
every child membrane the proxy has to keep two important: datadissolving
capability of this membrane, and the length of its normalizgal context.

As consequence, in order to perform targeting search, phasyto store the following
information related to membranes allocated on its proagesso

e D(j): Dissolved. The value will be true if membrayés dissolved.

e DC(j): Dissolving Capability. Its value will be true if there isyaevolution rule
which could dissolve the membraielt is obtained at analysis time.

e TCL()) : Total Context Length.

e M(j) : Multiset for membrane. When proxy determines that membranés a
target, it stores temporally the suitable multiset in #1é) field.
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Moreover, it is also necessary to note that one or more taggetld be placed at different
processors. Hence, the proxy has to prepare properly sofoeriation to send them,
because search of targets must continue on these proceSsorgroxy has to store
some data about membranes placed in other processors with thiere are established
connection -virtual connections in figure 2.1-. The needsd fbr the proxy are:

DC()
TCL())
M(@)

Targets(j): To store a sequence of bits encoding a list of targets.

MS(j): To store a list of multisets associated to the sequence@éts This field
and the previous one are needed only for membranes withldisg@apability.

Figure 5.7 shows the required information by proxies of thecpssors depicted in
figure 2.2.

1 Proxy P3
DC=f M=null M = null

2 3 7
D=f TCL=2 D=f TCL=4 D=f TCL=
DC=f M=nul DC=t M=null DC=f M=null

Proxy P4
M= null
=

4 5
D=f TCL=0 D=f  TCL=0 D=f 3 r
DC=f M=null DC=f M=null DC= DEF ToL=1 D=f TeL=0
= ; DC=f M=null DC=t M=null
8(P4)
Mol ‘
M = null M= null 10
Targets = null D=f TCL=0
MS = null DC=t M=nul

Fig. 5.7 Information stored in proxies to search targets

5.3 Target search forM,(p) The algorithm presented her@afgetOut) looks for
the father of membrang in order to send it the multiset/, (p). In line 5, M,(p) is
assigned to the temporary fiel of the father. Line 3 consider the situation in which
search has to be continued in another processor, then ttial pasult remains in a field
M awaiting to be sent to the appropiate processor. SectiontBi®paper deals with
communications in architectures.
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Target Out{j, b, M)
(1) IFb,=1THEN BEGIN

(2) Target <— Father (j)

(3) WHILE D(target) AND NOT OutProcessor(Target)
(4) Target <- Father (Target)

(5) M (Target) <-- M,

(6) END

Fig. 5.8 Target search for multiset/, (p)

5.4 Targets search ford; (p) to M, (p) The proxy has to interpret the normalized
total context of the source membrane. With this aim, the proil go down into the
sub-tree of the membrane structure, starting from the som@mbrane, in depth and in
pre-order. When a membrarjenas not dissolving capability{C'(5)) the analysis of
this branch of the sub-tree is finished.

The recursive algorithm in figure 5.9 describes the searctamjets from the source
membranej, the sequence of bits, encoding targéta«fgets) and the list of multisets
(M S) associated to targets. The algorithm visits children mamés from left to right.
When the corresponding Hit is equal to 1, the multise¥/; (p) is associated to the child
membrane (line 7). Otherwise the child membrane is not &tabgt if it has dissolving
capability (DC(4)) then the search has to be continued friaqy into the normalized
total context of the child membrane, as equation (2) showsake of the child mem-
brane were allocated in the same processor, the searcimgesiin the child membrane
by making a recursive call in line 17. Otherwise, the infotima corresponding to the
normalized total context of the child membrane is store@in-gets(j) and M S(j)
fields in order to continue searching in the appropriate ggsor (lines 19 and 20)

An additional detail of the algorithm is the following: #f is equal to 1 and the child
membrane has dissolving capability, it has to skip the twaakext of the current child
membrane, because these membranes are not possible (hinged3.

5.5 Membrane dissolution As it has been set before, the proxy has to execute al-
gorithmsTargetOut and TargetIn for every membrane placed at the processor which
require sending objects. Moreover, it has to execute theristhgn ChangeUSor every
membrane which notifies a change of permeability.

Nevertheless, membrane dissolution has not been solvedigsolution takes place
when an evolution step finishes. Then, objects remainirigérthe membrane have to
pass to its father. In this way, when membrgnie going to be dissolved, we have to
bear in mind the following:
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Targets_In ( j, Targets, MS)

(1 i=—1

(2) FOREACH k CHILD OF jFROM LEFT TO RIGHT BEGIN

3) IF Targets[i]=1 THEN (* b;= 1 ==» membrane j iz a target *)

4) BEGIN

(5) IF NOT OutProcessor( k) AND D(k) (* k dissolved in current step *)
(6) THEN Target_Out ( k, 1, M[i])

(7) ELSEM( k) <—-M(k)+ MS[i] {(* 7 i3 the target for M, *)
(8) IFDC(k)THENi<—i+TCL(k)+1 (* Skip the total context *)
Q) ELSEi<-i+1

(10) END

(11) ELSEBEGIN (* b, = 0 *)

(12) IFDC (k) (* The TCyouup(k) 1is represented from Targets[i+1] *)
(13) THEN BEGIN

(14) Child_Targets <-- Targets[i+ 1] TO Targets[i + TLC( k)]
(15) Child_MS < MS[i+1]TOMS[i+ TLC( k)]

(16) IF NOT OutProcessor( k)

(17 THEN Targets_In ( k, Child_targets, Child_MS)

(18) ELSE BEGIN

(19) Targets[ k ] <-- Child_targets

(20) MS[ k ] <— Child_MS

21) END

22) i<—-i+TCL(k)+1 (* Skip the total context *)
(23) END

(24) ELSE i<—-i+1

(25) END

(26) END

Fig. 5.9 Searching targets for multiseld (p) to M., (p)

1. Self processing in membrane: Objects remaining insidalonane after evolution
rules application will be sent to the father membrane togret¥ith M, (p)

My(p) — Mo(p) + w — Mqa(p) + My(p)

wherew is the multiset of objects in the membrane at the beginninigeoévolution
step
2. Objects coming from other membranes in the current eigiwgtep. In this case,

it is needed to distinguish two possibilities depending dwethier objects are pro-

cessed by proxy: before or after proxy set the membrane aslded (fieldD(5)).

(a) M(j) stores objects arriving the proxy before it has marked thenbrane
j as dissolved. At the moment the proxy marks membragae dissolved, it
sendsM (j) to membrang father usingrarget Outalgorithm. This behaviour
is reached by adding lines 5 to 9 to tBkangeUSalgorithm, as figure 5.10
shows.

(b) In case of objects for membrariarriving proxy after membranghas been
marked as dissolved and before the current evolution stefiheshed, the
TargetsiIn algorithm will send them to membranefather -lines 5 and 6 of
figure 5.9-.
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ChangeUs (j, NewPerm, UState)

(1) Mask <-1

(2) IF NewPerm = Dissolved THEN BEGIN

(3) Mask <-- Mask + UState

(4) Mask <-- Mask XOR (0 + USM (] ))
(* send up current USM of membrane J *)

&) D(j)<-—-true

(%) IF M( j ) <>null THEN BEGIN

) Target Out (j, 1, M(j»

t:] M (j)<—-null

] END

(10) END

(1)
Fig. 5.10 In case of dissolution)/ (j) is sent to membrangfather

6 Results distribution

At this moment, when system proxies finish all the tasks empthabove with al-
gorithmsChangeUS$TargetOut and TargetslIn, their results are stored iF.SM (j),
M(j), Targets(j) and M S(j) fields, where membrang may be allocated in other
processor. In order to deliver these results, the disteibrchitecture in which the
membrane system is implemented is very important. This ¢aibse of external com-
munications are implemented by distributed architectirrekfferent ways.

6.6 Architecture proposed by Tejedor et al. in [8] The external communications
are established in depth in the processors tree. Theredtie, receiving information
coming from the upper level, a processor P communicates @dtih descendant pro-
cessor in both directions and from left to right; and finafysends data to its ascendant
processor. Taking this order into account, the sequencaséitto be carried out by
processor P proxy is the following:

1. P proxy gets all data contained i (j), T'argets(j) and M .S(j) coming from
ascendant processor proxy.

2. P proxy processes the arrived data udiagyetsIn algorithm forTargets(j) and
MS(j) fields. Multisets received i/ (j) are placed in the correspondiig(j)
field, but if membrang has been marked as dissolved in the current evolution step,
thenM (j) has to be sent to membrapéather withTargetOut algorithm. In this
case,M (j) will come back to the ascendant processor in step 4.

3. for each descendant processor of P from left to right:

(a) P proxy sends the correspondinginformatidf((), Targets(j) andM S(j5))
to the descendant processor.
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(b) P proxy waits until the descendant processor repliek détta composed of
fields M (j) andUSM ().
(c) P proxy continues searching targets upwards from menayjarelated to
fields M (j) andU SM (5) by usingTargetOutandChangeUSlgorithms.
4. Once P proxy has processed all data from all its descepdacgssors, it sends to
its ascendant processor the corresponding fig¢ldg) andU SM (j).
5. Finally and through internal communications, P proxywgk the definitive fields
M (j) andU SM (j) associated to inner membranes processor. The evolutipn ste
finishes when every membrapeipdates its multiset and its usefulness state with
this information, as follows:

w — w + M(j)
Usefulness State «— Usefulness State XOR USM(j)

6.7 Architectures proposed by Bravo et al. in [2] and [3] These architectures
make use of one [2] or several [3] master processors. Masteepsors are in charge of
controlling communications among slaves processors.enhigmbranes of the P sys-
tem are placed on slaves processors. Hence, a master olasgo store and process
M(j),USM(j), TCL(j), PFTC(j), CD(j) andD(j) fields, for all membranes be-
longing to slaves controlled by the master. As it was saidzap () is a dynamic field
and it is changed during execution by membranes. Theredgregblem arises with the
D(j) field updating. Proxies associated to slave processorsthavetify membranes
dissolutions to master proxy.

The sequence of tasks in these architectures is the foltpwin

1. Every slave processor proxy sends data to the suitablgeniasts corresponding
turn. In particular, it sends field&/ (), USM(j), Targets(j) and M S(j) to its
master, regardless of the target processor. Additiongllyas to send the list of
dissolved membranes in the current evolution step.

2. Master proxy processes the incomming information a¥edt T'arget(j) and
M S(j) with TargetsIn algorithm, A () with TargetOutalgorithm andJ S M (5)
with ChangeUSalgorithm. Furthermore, master proxy updafeg;) field for all
dissolved membranes, taking into account the same quest®im section 5.3.

3. Master proxy sends the correspondilgj) andUSM (j) fields to each one of
the slaves processors.

4. Finally, slave proxy sends to each one of its inner mendgsdmeir corresponding
M (j) andU SM (j) fields. Then, evolution step finishes.

7 Conclusion

Membranes make use of usefulness state to determine thiesetibranes with which
they can communicate. Moreover, when dissolutions or itibits are produced in the
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system, it is only needed usefulness states changes i fagmbranes in order to
reconfigure the membrane structure of P systems.

The work presented here shows that usefulness states campbamiented in several
distributed architectures for membrane systems impleatiemis [8], [2] and [3]. In
addition, usefulness states solve permeability changeseimbrane systems for the
referred architectures.

In [5], membrane total context concept was defined. This pstp@vs how to use it in a

very useful manner to encode targets in evolution rulesidiavg labels in membranes.
This encoding method allows to find any target membrane ireipe way. Moreover, it

can be used in several distributed architectures for mengsgstems implementation
[8], [2] and [3].

It is also presented here a semantic analysis of P systentefermining what kind
of information is relevant in the phase of communication®agimembranes. In this
sense, it was necessary to determine how to solve the taggetoblem without pro-
ducing an overload in the system communication; and how ttatgpand communicate
new membranes states all over the systems. The presentdtbsdased on useful-
ness states has been proved to be useful at least in disttilnthitectures presented
in [8], [2] and [3].
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A new programming language for membrane computing, P-langsi devel-
oped in this paper. This language is not designed for a spesiifiulator soft-
ware. On the contrary, its purpose is to offer a general syictéramework that
could define a unified standard for membrane computing, @ayer broad va-
riety of models. At the present stage, P-Lingua can only laRdsystems with
active membranes, although the authors intend to extemdatiter models in
the near future.

P-Lingua allows to write programs in a friendly way, as itst&x is very close
to standard scientific notation, and parameterized exjpres<an be used as
shorthand for sets of rules. There is a built-in compilet fases these human-
style programs and generates XML documents that can be gisenput to
simulation tools, different plugins can be designed to poedspecific adequate
outputs for existing simulators.

Furthermore, we present in this paper an integrated denetap environment
that plays the role of interface where P-lingua programs learwritten and
compiled. We also present a simulator for the class of reizegrP systems
with active membranes, and we illustrate it by following tiéting, compiling
and simulating processes with a family of P systems solieg3AT problem.

1 Introduction

Membrane computing (or cellular computing) is an emergiranbh of Natural Com-
puting that was introduced by Gh. Paun [5]. The main idea isoinsider biochemical
processes taking place inside living cells from a compaiteti point of view, in a way
that provides a new nondeterministic model of computation.

The initial definition of this computing paradigm is very fible, and many different
models have been defined and investigated in the area: Prsygii¢h symport/antiport
rules, with active membranes, with catalysts, with prormsitehibitors, etc. There were
some attempts to establish a common formalization coveniost of the existing mod-
els (see e.g. [2]), but the membrane computing communitilisising specific syntax
and semantics depending on the model they work with.
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This diversification also exists in what concerns the dgualent of software applica-
tions for the simulation of P systems (see [3], [11]), as sajgplications are usually
focused on, and adapted for, particular cases, makingdfitalifto work on generaliza-
tions.

It is convenient to unify standards (specifications thatteg the performance of spe-
cific processes in order to guarantee their interopergbi#ind to implement the nec-
essary tools and libraries in order to give the first stepsatde& a next generation of
applications.

When designing software for membrane computing, one hasetwgely describe the
variant specification that is to be simulated. This task sl fifave need to handle fam-
ilies of P systems where the set of rules, the alphabet, itialicontents and even the
membrane structure depend on the value assigned to soliaé paitameters. In exist-
ing software, several options have been implemented: pairfiles with a determined
format, XML documents, graphical user interfaces, etc. Astioned above, most of
these solutions are adapted to specific models or to thefepaaipose of the software.

In this paper we propose a programming language, callechBla, whose programs
define P systems in a parametric and modular way. After asgjgralues to the initial
parameters, the compilation tool generates an XML docurasstciated with the cor-
responding P system from the family, and furthermore it &ksgmssible programming
errors (both lexical/syntactical and semantical). Suatudeents can be integrated into
other applications, thus guaranteeing interoperabNitgre precisely, in the simulators
framework, the XML specification of a P system can be trapsdlénto an executable
representation.

We present a practical application of P-Lingua giving a datar for recognizer P sys-
tems with active membranes that receives as input an XML mhecu generated by the
compiler and that allows us to simulate a computation, obrtgithe correct answer of
the system (due to the confluence of it), and a text file withtaikbel step-by-step report
of the computation. We also show an integrated developrmairoeaiment that plays the
role of interface where P-Lingua programs can be written@rdpiled.

The paper is structured as follows. In Section 2 several ifieiirs and concepts are
given for the sake of selfcontainment of the paper. The nestiegn introduces the P-

Lingua programming language, and the syntax for P systeitisagiive membranes is
specified. A solution to the SAT problem using P-Lingua is liempented in Section 4.

The compilation tool for the language is presented in the sextion. In Section 6

we present an integrated development environment for BtlanSection 7 presents a
simulator for recognizer P systems with active membranigsllly, some conclusions

and ideas for future work are presented.
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2 Preliminaries

Polynomial time solutions to computationally hard probgeim membrane computing
are achieved by trading time for space. This is inspired leyctipability of cells to pro-
duce an exponential number of new membranes in linear tirhetelfare many ways a
living cell can produce new membranesitosis(cell division),autopoiesigmembrane
creation),gemmationetc. Following these inspirations a number of differeniasmts
of P systems has arisen, and many of them proved to be corngnaiy universal.

For the sake of simplicity, we shall focus in this paper on adeipP systems with
active membranedt is a construct of the fornil = (O, H, u, w1, ..., wm, R), where

m > 1is the initial degree of the systert) is the alphabet obbjects H is a finite

set oflabelsfor membranesy, is a membrane structure, consistingrafmembranes
injectively labelled with elements off, w1, ..., w,, are strings ove©®, describing the
multisets of objectplaced in then regions ofu; and R is a finite set ofrules where

each rule is of one of the following forms:

(@) [@ — v]¥ whereh € H, a € {+, —, 0} (electrical charges), € O andv is a string
overO describing a multiset of objects associated with membrandsiepending
on the label and the charge of the membramdgg(ct evolution rules

(d) al I — [b]f whereh € H, o, 3 € {+,—,0}, a,b € O (send-in communication
rules). An object is introduced in the membrane, possibly modjféed the initial
chargen is changed tgy;

©) [a]y — []ﬁb whereh € H, o, 5 € {+,—,0}, a,b € O (send-out communication
rules). An object is sent out of the membrane, possibly modified, #ue initial
chargen is changed tgy;

(d) [a]¥ — bwhereh € H, o € {+,—,0},a,b € O (dissolution ruley. A membrane
with a specific charge is dissolved in reaction with a (pdgsiodified) object;

() [aly — [0]) [c]} whereh € H, o, 3,7 € {+,—,0}, a,b,c € O (division rules.
A membrane is divided into two membranes. The objects insidenembrane are
replicated, except fag, that may be modified in each membrane.

Rules are applied according to the following principles:

e All the elements which are not involved in any of the openagiao be applied
remain unchanged.

e Rules associated with labklare used for all membranes with this label, no matter
whether the membrane is an initial one or whether it was geadrby division
during the computation.

e Rules from (a) to (e) are used as usual in the framework of mangcomputing,
i.e. in a maximal parallel way. In one step, each object in enbrane can only be
used by at most one rule (non-deterministically chosert)aby object which can
evolve by a rule must do it (with the restrictions indicateddo).
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e Rules (b) to (e) cannot be applied simultaneously in a mengiraone computa-
tion step.

e An objecta in a membrane labelled withand with charger can trigger a division,
yielding two membranes with labél, one of them having chargéand the other
one having charge. Note that all the contents present before the divisiongpikc
for objecta, can be the subject of rules in parallel with the divisionthis case
we consider that in a single step two processes take placgt” e contents are
affected by the rules applied to them, and “after that” theails are replicated into
the two new membranes.

e Ifamembrane is dissolved, its content (multiset and intariembranes) becomes
part of the immediately external one. The skin is never diezb

The so-called recognizer P systems were introduced in [&],@nstitute the natural
framework to study the solvability of decision problemsc& deciding whether an in-
stance has an affirmative or negative answer is equivalatgdiling if a string belongs
or not to the language associated with the problem.

In the literature, recognizer P systems are associated atwaal way with P systems
with input The data related to an instance of the decision problenohae provided to
the P system in order for it to compute the appropriate anskies is done by codifying
each instance as a multiset placed inrggut membran€eTl he output of the computation,
yes or no, is sent to the environment.

A P system with inpus a tuple {1, 3, i), where: (a)ll is a P system, with working
alphabetl’, with p membranes labelled by, . .., p, and initial multisetsvy, ..., w,
associated with them; (B} is an (input) alphabet strictly contained Ih the initial
multisets are over \ ¥; and (c)i, is the label of a distinguished (input) membrane.

For each multisetyn, over X, theinitial configurationof (I1, X,4,,) with input m is
(u,wl,...,win +m,. .., wp).

A recognizer P systeris a P system with input[l, ¥, ), and with external output
such that:

(a) The working alphabet contains two distinguished elemeptsandno.
(b) All computations halts.

(c) If C is a computation ofl, then either the objecjes or the objectno (but no
both) must have been released into the environment, androtilg last step of the
computation.

We say thaC is an accepting computation (respectively, rejecting cataton) if the
objectyes (respectivelyno) appears in the external environment associated with the
corresponding halting configuration 6f.
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3 The P-Lingua programming language

A programming language is an artificial language that canseel tio control the behav-
ior of a machine, particularly a computer, but it can be uded # define a model of a
machine that can be translated into an executable repegganby a simulation tool.

Programming languages are defined by syntactic and senraitgig which describe
their structure and their meaning, respectively.

The P-Lingua programming language intends to define a braaety of P system mod-
els. At the present stage, P-Lingua can only define P systéthsastive membranes,
but other models will be added to the language specificatidature works.

What follows is the syntax of the language for P systems witivea membranes (orig-
inally presented at [1]).

3.1 Valid identifiers We say that a sequence of characters formsald iden
tifier if it does not begin with a numeric character and it is compdsecharacters
from the following:

abcdefgh
ABCDEF
0123456

ijklmnop stu
G JKLMNOPQRSTUVWXYZ
7

o I X

|

9 _
Valid identifiers are widely used in the language: to definelole names, parameters,
indexes, membrane labels and alphabet objects.

The following text strings are reserved words in the languagf, call, @mu,
@ms, main, -->, # and they cannot be used as valid identifiers.

3.2 ldentifiers for electrical charges In P-Lingua, we can consider electrical charges
by using thet and- symbols for positive and negative charges, respectivelyye one
for neutral charge. It is worth mentioning that polarizatess P systems are included.

3.3 \Variables Two kind of variables are permitted in P-Lingua:

e indexes

e Parameters

Variables are used to store numeric values and their nameesfid identifiers. We use
32 bits (signed), this allows a range froa23! to 231 — 1.
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3.4 Numeric expressions Numeric expressions can be written by usingth@nul-
tiplication),/ (division),%(modulo),+ (addition),- (subtraction) operators with integer
numbers or variables, along with the use of parentheses.

3.5 Objects The objects of the alphabet of a P system are written using idgn-
tifiers, and the inclusion of sub-indexes is permitted. F@meple,z; 2,1 andYes are
written asx{i,2 *n+1} andYes, respectively.

The multiplicity of an object is represented by using theperator. For example:,f’“rl

is written asx{i }* (2 *n+1) .

3.6 Modules definition Similarities between various solutionsP-complete nu-

merical problems by using families of recognizer P systeragdéscussed in [4]. Also,
a cellular programming language is proposed based on id@sraf subroutines. Using
these ideas, a P-Lingua program consists of a set of progirgmmodules that can be
used more times by the same, or other, programs.

The syntax to define a module is the following.

def module_name(paramil,..., paramN)

sentenceO;
sentencel,

sentenceM;

}

The name of a modulemodule _-name, must be a valid and unique identifier. The
parameters must be valid identifiers and cannot appearteghdais possible to define
a module without parameters. Parameters have a numerical thaat is assigned at the
module call (see below).

All programs written in P-Lingua must containmaain module without parameters.
The compiler will look for it when generating the XML file.

In P-Lingua there are sentences to define the membranes a@iian of a P system,
to specify multisets, to define rules and to make calls toratimdules. Next, let us see
how such sentences are written.

3.7 Module calls In P-Lingua, modules are executed by using calls. The foohat
a sentence that calls a module for some specific values ddiigsneters is given next:

call module _name(valuel, ..., valueN);
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wherevalue i is an integer number or a variable.

3.8 Definition of the initial membrane structure of a P system In order to define
the initial membrane structure of a P system, the followiagtsnce must be written:

@mu = expr;

whereexpr is a sequence of matching square brackets representing eherane
structure, including some identifiers that specify the label the electrical charge of
each membrane.

Examples:

1. [[13! = @m=[['2]1
2. [[P]4 = @mu=+[T'b, -'cla

3.9 Definition of multisets The next sentence defines the initial multiset associated
to the membrane labelled thgbel

@ms(label) = list _of _objects;

wherelabel is a valid identifier or a natural number that represents allab the
structure of membranes afidt _of _objects is a comma-separated list of objects.
The charactet# is used to represent the empty multiset.

3.10 Union of multisets P-Lingua allows to define the union of two multisets (recall
that the input multiset isddedo the initial multiset of the input membrane) by using a
sentence with the following format.

@ms(label) += list _of _objects;

3.11 Definition of rules

1. The format to definevolution ruleof type[a — v]f is given next:
ala --> vI'h

2. The format to defineend-in communication rules typea [] — [b]f is given
next:
aa[l'h -->  g[b]

3. The format to definsend-out communication rule$ type [a]s — b[]} is given
next:
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ofalh > B[b
4. The format to definéivision rulesof type[a ]y — [b]ff[c]z is given next:
afa'h > plb] ~[c]
5. The format to defindissolution rule®f type[a| — bis given next:
ofalh > b

where:

e «, 3 and~y are identifiers for electrical charges;

e a, b andc are objects of the alphabet;

e Vv is a comma-separated list of objects that represents agetjlti
e his alabel (the symbdl always precedes a label name).

Some examples:

o [1;1 — r‘{l]j =+x {i,1 } > 7r {i,1 }*4]2

o []3 — [da]3 =d{k}[2 > [d  {k+1}]

o [di)y — [Bdp =+[d {k}]2 > [Id  {k}

o ]S — [di]5[di]; =[d {k}]2 > +[d  {k}]-[d {k}]
e [a; —b=-[a]2 -> b

3.12 Parametric sentences In P-Lingua, it is possible to define parametric sen-
tences by using the next format:

sentence : rangel, ..., rangeN;

wheresentence is a sentence of the language, or a sequence of sentenceskets;
andrangel, ..., rangeN is a comma-separated list of ranges with the format:

min _value <= index <= max _value

wheremin _value andmaxwvalue are numeric expressions, integer numbers or vari-
ables, andndex is a variable that can be used in the context of the sentehée. |
possible to use the operatarinstead of<=.

The sentence will be repeated for each possible values bfiedex .

Some examples of parametric sentences:
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1. [dk] [dk] [dk] 1 <k<n=

d {k}]2 > +[d  {k}[d {k}]: 1<= k <= n;
2. [.’K@j —>.’£i7j,1];_ : ].SZSm,QSJSTLE

+x {ij } > x {ij-1 }I2 : l<=i<=m,2<=j<=n;

3.13 Inclusion of comments The programs in P-Lingua can be commented by writ-
ing phrases into the text strings andx/ .

4 Implementation of a solution to SAT

In this section, we present a solution to tBAT problem using recognizer P systems
with active membranes, given by M.J. Pérez—Jiménez Efal.

For each(m, n) € N2, we consider the P systeffi({m, n)), (m,n),i(m,n)), where

e X(m,n)={w;;,&;:1<i<m,1<j<n}

o i(m,n) =2

e II({(m,n)) = (T(m,n),{1,2},[[ ]2 ]1, w1, ws, R), is defined as follows:
* T'(myn) =3(m,n)U{c; : 1 <k<m+2}U

{di, : 1<k <3n+2m+3}U
{rix :0<i<m,1<k<m+2}U{e,t}U{Yes, No}

* w1 = @
* Wo = {dl}
x The set of rulesR, is given by:

{[de]3 — [dl3 ]y : 1<k <n}
xlﬁrvl];;['xvl_}rzl] 1<Z<m}

1= Ay, [T — AT 1<i<m}

A

%2

— Zijo1ly, [Ty — Tijoaly 0 1<i<m,2<j<n}

—~

&

4,9

[
[
[
[ ;
{lzi, T Zi; — Tl 1 1<i<m,2<j<n}
{[dk]Q — 194k, [di]; — [19dr : 1 <k <n}

{di[13 — [drs1]3 : 1<k <n—1}

{rixg — rigm] s 1<i<m1<k<2n—1}

{ldv — dit1]} 0 <k <3n—3}; [dsn—2 — dsn—re]f

= Tyl

%Zl
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ells — [a]3s [dan—1 — dsnl}

{[dx — drs1]? : 3n <k <3n+2m+2}

P20l — [Jari2n 5 {[Fien — Ticionly @ 1<i<m}
riznlly = [rozals

(o — i)y : 1<k <m)

[emi1ld — [I3cme1 5 [ems1 — cmyat]?

[t} = 1t 5 lemeal = [JyYes 5 [dsnyamis]? — [ No

4.14 Implementation The following is the code of the program written in P-Lingua

that specifies a family of P systems solving 8%T problem.

Objects of the fornz; ; are written asix {i,j }.

/* Module that defines a family of recognizer P systems
to solve the SAT problem */
def Sat(m,n)

[+ Initial configuration */

@mu = [[I'2]'1;

/= Initial multisets */
@ms(2) = d{1};

/= Set of rules * [
[d{k}'2 --> +[d{K}]-[d{K}] : 1 <= k <= n;

+[x{i,1} --> r{i,1}]'2;
-[nx{i,1} --> r{i,1}]'2;
Ix{i,1} > #'2;
+[nx{i,1} --> #]'2;
}irl<=i<=m

{
+Hx{i,} > x{i,]-1}'2;
i} > xi1]2;
+[nx{i,j} --> nx{i,j-1}1'2;
-[nx{i,j} > nx{i,]-1}]'2;
} @ 1<=i<=m, 2<=j<=n;

{
+[d{k}]'2 --> [ld{k};
-[d{k}l'2 --> [ld{k};
} o 1<=k<=n;

d{k}[]'2 --> [d{k+1}] : 1l<=k<=n-1;
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[r{i,k} --> r{i,k+1}]'2 : 1<=i<=m, 1l<=k<=2 *N-1;
[d{k} --> d{k+1}]'1 : n <= k<= 3 *N-3;

[d{3 *n-2} --> d{3 =*n-1},e]'l,;

e2 --> +[c{1}];

[d{3 *n-1} --> d{8 =*n}|'1;

[d{k} --> d{k+1}I1 : 3 *N <= k <= 3*n+2xm+2;
+r{l,2 =*n}J'2 --> -[r{1,2 *n};

-[r{i,2 *n} --> r{i-1,2 *n}2 @ 1<= i <= m;

r{1,2 *n}-[]'2 --> +[r{0,2 *Nn};

-[e{k} --> c{k+1}]2 : 1<=k<=m;
+He{m+1}2 --> +[]c{m+1};
[e{m+1} --> c{m+2},1]'1;

[tr1 --> +[t;

+Hc{m+2}]'1 --> -[]Yes;

[d{3 *n+2+m+3}]'l --> +[|No;

} / » End of Sat module */

/* Main module =*/

def main()

[+ Call to Sat module for m=4 and n=6 */
call Sat(4,6);

[+ Expansion of the input multiset */

@ms(2) += x{1,1}, nx{1,2}, nx{2,2}, x{2,3},
nx{2,4}, x{3,5}, nx{4,6};
} / = End of main module =*/

The modulemain is instantiated with the formula
¢ = (21 + T2) (T2 + x3 + T4) x5 Tg

wheren = 6, m = 4 and the input multisett:171,fl72,f272, 2,3, 72,4, 3,5, L4,6-

5 The compilation tool

Programming languages are associated with compilatids,tetrich are computer pro-
grams that translate text written in a programming languageanother language. The
original text is usually called theource codavhereas the output is called tiobject
code Commonly the output has a form suitable for being procebyasther programs
or for being executed by the computer, but it may as well beradnireadable text file.

We have developed a compilation tool that is able to traegpabgrams written in P-
lingua into XML documents, after having assigned valuesotmes initial parameters.
Moreover, plugins can be designed and added to producetaiyjee with different
formats.
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Recall that a P-lingua program can encode a family of P systaiith the help of some
parameters) in a flexible manner, whereas the object coderateal by the compilation
tool specifies only a single P system of the family. In this wthg applications that
accept that object code do not need to process paramettiensysand hence their
implementation is much easier.

The eXtensibleMarkupLanguage (XML) is a general-purpose specification for creat-
ing custom markup languages. It is classified as an extensiBtalanguage because
it allows the users to define their own elements. Its primamppse is to facilitate the
sharing of structured data across different informatiostesys. It is worth mentioning
that the SBML (Systems Biology Markup Language) is a XML laage encoding the
main components of biochemical networks. It is used by stestisting simulators for

P systems (see the software link at [11]).

The complete syntax of the XML language generated by the datign tool for P
systems with active membranes can be found at [1].

The tool may be executed from the command line as follows:

plingua input _file -xml output file [-v verbosity _level] [-h]

The textfileinput _file  contains the program (written in P-lingua) that we want to be
compiled, andbutput _file is the name of the XML file that is generated. Optional
arguments are in brackets: the optian verbosity  _level is a number between

0 and 5 indicating the level of detail of the messages showimglihe compilation
process, and the optich displays some help information.

6 An integrated development environment

An integrated development environment (IDE) is a softwargliaation that provides
comprehensive facilities to computer programmers fongaife development. Usually,
an IDE consists of a source code editor, a compiler and/erpneter, a debugger, and
other useful tools.

Typically an IDE is devoted to a specific programming langajagp as to provide a
feature set which most closely matches the programmingiares of the language. In
this sense, we have developed an IDE for P-Lingua by usingdlia language. This
application provides an environment to write and debug o in P-Lingua for P
systems with active membranes, and it can be updated bygglligins to accept future
versions of the language. The IDE can also be used as a siomutabl for P-Lingua

programs.

This application includes a source code editor with synigklighting which is a fea-
ture that displays text source code in different colors amdd, as both structures and
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syntax errors are visually distinct. With this editor, itasso possible to generate P-
Lingua programs composed of several single files.

A compilation tool is included to check possible programgn@rrors and to generate
XML files that can be used in third-part applications.

A simulation tool for debugging is included in order to aie tlesearcher in the task of
designing new P systems. This tool provides simulationsdayguan interactive step-
by-step mode. The user can choose between simulation ofroseveral steps, or let
the simulation run until a halting state. A lot of informatidgs given in each step of
the simulation: a tree-view of the membranes structure,eta information of the
multisets and the set of rules selected to be executed. Brneas also choose between
different non-deterministic ways of computation, or le goftware select one.

7 A simulator for recognizer P systems with active
membranes

The act of simulating generally entails representing @ertay characteristics or be-
haviors of some physical, or abstract, system. We mustndisish a simulation tool
from an emulation tool: this duplicates the functions of sgstem by using a different
system, so that the second system behaves like (and appéa)the emulated system.
With the current technology, we cannot emulate the funetiipnof a cellular machine
(a membrane system) by using a conventional computer t@ sodtances oNP-hard
problems in a polynomial time, but we can simulate theseitzglmachines for research
purposes, even if the simulation is not done in a polynoniadt

The P system computations are massively parallel. One aghtie# common program-
ming methods to simulate real parallelism in a conventicnaiputer with a single pro-
cessor is to use multithreading. A thread in this sense isemthof execution. Threads
are a way for a program to fork (or split) itself into two or neosimultaneously (or
pseudo-simultaneously) running tasks. Multiple threeaas lze executed in parallel on
a single computer. This multithreading generally occurgifme-division multiplexing
where the processor switches between different threads. ddntext switching can
happen so fast as to give the illusion of parallelism to aneset. On a multiprocessor
or multi-core system, threading can be achieved via multipssing, wherein different
threads can literally run simultaneously on different gs&ors or cores.

As a first practical application of the P-lingua programmiagguage, we have imple-
mented a simulator for recognizer P systems with active rmanmés that takes as input
an XML document generated by the P-lingua compiler and ruresaf the possible

computations that the P system may follow, obtaining thevantghat the system outputs
to its environment, and a text file with a detailed step-t®pseport of the computation.

The system requirements are the same as in the case of thguR-kompiler.
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The simulator is launched from the command line as follows:

plingua _sim input _xml [-0 output  _file]

whereinput _xml is an XML document formatted as discussed in this paper, and
output _file isthe name of the file where the report about the simulateccdation
will be saved.

7.15 Simulation of a solution to the SAT problem We now show an execution
of the simulator running on the XML document obtained af@mpiling the P-lingua

program described in Section 4.14. The results have beameokon an AMD Sempron
machine, at 2.8 Ghz and with 512Mb of RAM memory.

The command used to execute the simulation is:
plingua _sim sat.xml -0 info.txt

The simulation ends when no more rules can be applied, amdtigefollowing infor-
mation is displayed:

Environment multiset: t, Yes

Steps: 41

Time: 1.971 s.

Halting configuration (No rule can be selected to be execute d
in the next step)

Thus, the computation of the P system spend 41 transitis séad it took 1.971 sec-
onds to simulate it until reaching a halting configuraticecll that we are simulating
a parallel device on a sequential computer).

The fileinfo.txt keeps detailed information about each configuration of iimeis
lated computation. More precisely, the multisets and jidéions of all the membranes
are listed, as well as the rules selected for execution &t gansition step. The config-
urations are numbered (starting at 0), to keep track of e st the computation that is
being simulated. Some information about the CPU time is shimwveach step, and the
number of rules of each type that is executed. As an exam@give the information
generated for the first two configurations.

### MEMBRANE ID: 1, Label: 2, Charge: 0
Multiset: nx{1, 2}, d{1}, x{3, 5}, nx{2, 4}, nx{2, 2},
nx{4, 6}, x{2, 3}, x{1, 1}
Parent Membrane ID: 0
Rules Selected:
1+DIVISION RULE: [d{1}]'2 --> +[d{1}] -[d{1}]



A P-Lingua Programming Environment for Membrane Computing

Multiset: #

Internal membranes count: 1

Configuration: 0
Time: 0.0 s.
1 division rule(s) selected to be executed in the step 1

@@@ SKIN MEMBRANE ID: 0, Label: 1, Charge: 0

*kk *kk *k%k

*

*

Parent Membrane ID: 0

Rules Selected:

1~ EVOLUTION
1-EVOLUTION
1~ EVOLUTION
1-EVOLUTION
1~ EVOLUTION
1-EVOLUTION
1~ EVOLUTION

RULE:
RULE:
RULE:
RULE:
RULE:
RULE:
RULE:

Parent Membrane ID: 0

Rules Selected:

1-EVOLUTION
1+ EVOLUTION
1-EVOLUTION
1+ EVOLUTION
1-EVOLUTION
1+ EVOLUTION
1-EVOLUTION

Multiset: #

RULE
RULE
RULE
RULE
RULE
RULE

RULE:

o -[nx{2, 4} --> nx{2, 3}]'2
2} > nx{2, 1}]'2
. -[nx{4, 6} --> nx{4, 5}]'2
C-{, 1} > #]2

c-[x{2, 3} --> x{2, 2}]2
©-[nx{1, 2} --> nx{1, 1}]2
-[x{3, 5} --> x{3, 4}]2
1+ SEND-OUT RULE: -[d{1}]'2 --> []d{1}

o -[nx{2,

Internal membranes count: 2

Configuration: 1
Time: 0.025 s.

14 evolution rule(s) selected to be executed in the step 2
2 send-out rule(s) selected to be executed in the step 2

### MEMBRANE ID: 1, Label: 2, Charge: +
Multiset: nx{1, 2}, d{1}, x{3, 5}, nx{2, 4}, nx{2, 2},
nx{4, 6}, x{2, 3}, x{1, 1}

+[nx{2, 2} --> nx{2, 1}]2
+[nx{1, 2} --> nx{1, 1}]'2
+x{3, 5} --> x{3, 4}]'2
+[x{1, 1} --> {1, 1}]'2
+nx{2, 4} --> nx{2, 3}]'2
+[nx{4, 6} --> nx{4, 5}]'2
+x{2, 3} --> x{2, 2}]'2
1+ SEND-OUT RULE: +[d{1}]2 --> [[d{1}

### MEMBRANE ID: 2, Label: 2, Charge: -
Multiset: nx{1, 2}, d{1}, nx{2,
X{21 3}1 nX{41 6}1 X{11 1}

4}, x{3, 5}, nx{2, 2},

@@@ SKIN MEMBRANE ID: O, Label: 1, Charge: 0

*k%k *kk

*kk

*

*

*
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After simulating 41 transition steps, the halting configimais described as follows:

### MEMBRANE ID: 1, Label: 2, Charge: +

Multiset: r{0, 12}
Parent Membrane ID: 0

*3, c{4}
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### MEMBRANE ID: 2, Label: 2, Charge: +
Multiset: c{1}, r{2, 12}, r{3, 12}
Parent Membrane ID: 0

### MEMBRANE ID: 3, Label: 2, Charge: +
Multiset: {0, 12} *5, c{4}
Parent Membrane ID: 0

### MEMBRANE ID: 4, Label: 2, Charge: +
Multiset: {0, 12} x4, c{4}
Parent Membrane ID: 0

### MEMBRANE ID: 5, Label: 2, Charge: +
Multiset: {0, 12}, {2, 12}, c{2}
Parent Membrane ID: 0

### MEMBRANE ID: 6, Label: 2, Charge: +
Multiset: c{1}, r{3, 12}
Parent Membrane ID: 0

### MEMBRANE ID: 7, Label: 2, Charge: +
Multiset: 4 *r{0, 12}, c{4}
Parent Membrane ID: 0

@@@ SKIN MEMBRANE ID: 0, Label: 1, Charge: -
Multiset: t *10, d{29} =64, c{6} =*10
Internal membranes count: 64

"“ENVIRONMENT: t, Yes

Configuration 41

Time: 1.971 s.

Halt configuration (No rule can be selected to be
executed in the next step)

Note that there are 64 different membranes labelled by 2igcibnfiguration, although
for the sake of simplicity we show only seven of them.

8 Conclusions and future work

In this paper we have presented a programming language forbmame computing,
P-Lingug together with a compiler that generates XML documents néegrated de-
velopment environment and a simulator for a class of P systeamely recognizer P
systems with active membranes.
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Using a programming language to define cellular machines@aept in the develop-
ment of applications for membrane computing that leads tadsirdization with the
following advantages:

e Users can define cellular machines in a modular and paranwvediy by using an
easy-to-learn programming language.

e It is possible to define libraries of modules that can be shamong users to
facilitate the design of new programs.

e This method to define P systems is decoupled from its apgiteand the same
P-Lingua programs can be used in different software enuiems.

e By using compiling tools, the P-Lingua programs are traesldo other file for-
mats that can be interpreted by a large number of differepliegtions.

The first version of P-Lingua is presented for P systems vativamembranes. In forth-
coming versions, we will try to generalize the language s tther types of cellular
devices can be also defined, for instance transition P sgstem tissue P systems. In
this sense, necessary plugins (software modules) for thedid the compilation tool
must be developed also.

We have chosen an XML language as the output format becatise fasons exposed
above. However, we are aware that for some applicationsrnibtsthe most suitable
format, due to the fact that XML does not include any method&mnpressing data, and
therefore the text files can eventually become too largechvis a clear disadvantage
for applications running on networks of processors. It widog convenient to improve
the compiler (by adding plugins) so that it generates a targeety of output formats,
of special interest are compressed binary files or execaitadale (either in C or Java).

It is important to recall that the simulator presented hemssigned to run in a conven-
tional computer, having limited resources (RAM, CPU), amid keads to a bound on the
size of the instances of computationally hard problems whsodutions can be success-
fully simulated. Moreover, conventional computers are meissively parallel devices,
and therefore it seems that the inherent parallelism of Reys must be simulated by
means of multithreading techniques. It would be intergstindesign heuristics which
help us to find good (short) computations.

These shortcomings lead us to the possibility of implenmgnd distributed simulator
running on a network or cluster of processors, where the nEexsources arising during
the computation could be solved by adding further nodesegm#twork, thus moving
towards massive parallelism.

The sofware presented in this paper and its source code daedie downloaded from
thesoftwaresection on the website [12]. This software is under the GNUdesal Public
License (GNU GPL) [8] and it is written in Java [9] using thital and syntactical
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analyzers provided by JavaCC [10]. The minimum system requénts are having a
Java virtual machine (JVM) version 1.6.0 running in a PantlU computer.

Acknowledgments. The authors acknowledge the support of the project TIN2006-
13425 of the Ministerio de Educacion y Ciencia of Spain,rearficed by FEDER funds,
as well as the support of the project of excellence TIC-58theflunta de Andalucia.
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This paper presents a basic framework to define testingegiest for some
classes of P systems. Techniques based on grammars andtétéenachines
are developed and some testing criteria are identified dmnstridted through
simple examples.

1 Introduction

In 1998, Gheorghe Paun initiated the field of research datlembrane computingith

a paper firstly available on the web [16]. Membrane compuytingew computational
paradigm, aims at defining computational models which aspired by the function-
ing and structure of the living cell. In particular, membeacomputing starts from the
observation that compartmentalisation through membranese of the essential fea-
tures of (eucaryotic) cells. Unlike bacterium, which geligrconsists of a single in-
tracellular compartment, an eucaryotic cell is sub-dididlgto distinct compartments
with well-defined structures and functions. Further on hlagen considered other bi-
ological phenomena like tissues, colonies of differentoigms, various bio-chemical
entities with dynamic structure in time and space. Membsystems, also calleg
systemsconsist now of different computational models addressintiple levels of
bio-complexity. There areell-like P systemselying on the hierarchical structure of
the living cells tissue-like mode|seflecting the network structure of neurons and other
bio-units arranged in tissues or more complex orgBnsploniesandpopulation P sys-
tems drawing inspiration from the organisation and behavidubacterium colonies,
social insects and other organisms living together in lacgenmunities (see [18], [19]).

The most basic model and the first introduced, [17], the ldedlparadigm has three
essential features: (i)membrane structureonsisting of a hierarchical arrangement of
several compartments, calleggions delimited bymembranes(ii) objectsoccurring
inside these regions, coding for various simple or more demphemical molecules
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or compounds; and (iiijulesassigned to the regions of the membrane structure, acting
upon the objects inside. In particular, each region is sgpgdo contain a finite set of
rules and a finite multiset (or set) of objects. Rules encodgéneric transformation
processes involving objects and for transporting thenoubh membranes, from one re-
gion to an adjacent one. The application of the rules is peréal in a non-deterministic
maximally parallel manner: all the applicable rules that ba used to modify or trans-
port existing objects, must be applied, and this is done malfgh for all membranes.
This process abstracts the inherent parallelism that sathe cellular level.

Since this model has been introduced for the first time in 188y variants of mem-
brane systems have been proposed, a research monograpiagli8éen published and
regular collective volumes are annually edited — a comprsive bibliography of P
systems can be found at [19]. The most investigated memlm@am@uting topics are
related to the computational power of different variarftgijit capabilities to solve hard
problems, like NP-complete ones, decidability, complexispects and hierarchies of
classes of languages produced by these devices. In theelast there have been sig-
nificant developments in using the P systems paradigm to hsideilate and formally
verify various systems [7]. For some of these applicatiaiigble classes of P systems
have been associated with and software packages develepethese models corre-
sponding formal semantics [1] and verification mechanis2hb@ve been produced.

There are well-established application areas where thevacd specifications devel-
oped are also delivered together with a model and assodiateal verification proce-
dures. All software applications, irrespective of theie@hd purpose, are tested before
being released, installed and used. Testing is not a rapkxtefor a formal verifica-
tion procedure, when the former is also present, but a napgessechanism to increase
the confidence in software correctness and ultimately a-kvedivn and very well-
established stage in any software engineering project flijough formal verification
has been applied for different models based on P systentisgiéss been completely
neglected so far in this context. In this paper we suggesikesimitial steps towards
building a testing framework and its underpinning theogsdd on formal grammars
and finite state machines, that is associated to softwarkcappns derived from P
systems specifications. We develop this testing theorydoasgformal grammars and
finite state machines as they are the closest formalisms istérss and the testing
mechanisms for them are well-investigated. Of course disting approaches can be
considered in this context as well, but all of them requirégmér effort of translation
and inevitably difficulties in checking the correctnes déthrocess and in mapping it
back to P systems.

The paper is organised as follows: in section 2 there aredoired basic concepts and
definitions; a testing framework based on context-free gnans and finite state ma-
chines is built and some examples presented in sections 8,aedpectively; conclu-
sions are drawn in section 5.
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2 Basic Concepts and Notations

For an alphabet” = {a1,...,a,}, V* denotes the set of all strings ovEr A denotes
the empty string. For a string € V*, |u|,, denotes the number af occurrences in.

For a stringu we associate a vector of non-negative integer valugs, , ..., [ula, ). We

denote this byl (u).

A basic cell-like P system is defined as a hierarchical amarent of membranes iden-
tifying corresponding regions of the system. With each eaghere are associated a
finite multiset of objects and a finite set of rules; both mayebwgty. A multiset is ei-
ther denoted by a string € V*, where the order is not considered, or By (u). The
following definition refers to one of the many variants of Btgmns, namely cell-like P
system, which uses non-cooperative transformation andragmication rules [18]. We
will call these processing rules. Since now onwards we vall this model simply P
system.

Definition 1 AP systemis a tuplell = (V, u, w1, ..., wy, R1, ..., R,), where

V is a finite set, calle@dlphabet

1 defines the membrane structure; a hierarchical arrangerméntcompartments
calledregionsdelimited bymembraneshese membranes and regions are identi-
fied by integers 1 ta;

w;, 1 <14 < n, represents the initial multiset occurring in region

R;, 1 < i < n, denotes the set of rules applied in region

The rules in each region have the foim— (ay,t1)...(Gm, tm), Wherea,a; € V,
t; € {in,out,here}, 1 < i < m. When such a rule is applied to a symloin the
current region, the symbal is replaced by the symbols with ¢; = here; symbols
a; With t; = out are sent to the outer region and symbe)swith ¢; = in are sent
into one of the regions contained in the current one, anfiligrahosen. In the following
definitions and examples all the symbgis, here) are used asg;. The rules are applied
in maximally parallel mode which means that they are usedlitha regions in the
same time and in each region all symbols that may be processed be.

A configuration of the P systefi is a tuplec = (u1, ..., un), u; € V*, 1 <i <n.A
derivation of a configuration; to ¢, using the maximal parallelism mode is denoted by
c1 = cz. In the set of all configurations we will distinguish termiianfigurations;

¢ = (uq,...,u,) is a terminal configuration if there is no regiorsuch that; can be
further processed.

The set of all halting configurations is denoted/byT), whereas the set of all configu-
rations reachable from the initial one (including the mlitonfiguration) is denoted by
S(I1).
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Definition 2 A deterministic finite automatof@bbreviatedDFA), M, is a tuple(A4, @,
qo, F, h), where:

e A s the finiteinput alphabet

Q is the finiteset of states

qo € Q is theinitial state

F C Q is theset of final states

h:Q x A— Q is thenext-statdunction.

The next-state functioh can be extended to a functian: Q x A* — @ defined by:

For simplicity the same nameis used for the next-state function and for the extended
function.

Giveng € @, a sequence of input symboisc A* is said to be accepted by in ¢ if
h(g,s) € F. The set of all input sequences acceptedbyn ¢, is called thdanguage
defined (accepted) b/, denoted(M).

3 Grammar-like Testing

Based on testing principles developed for context-freengnars [13], [14], some test-
ing strategies aiming to achieve rule coverage for a P sysit#inbe defined and anal-
ysed in this section.

In grammar engineeringormal grammars are used to specify complex software sys-
tems, like compilers, debuggers, documentation toolse que-processing tools etc.
One of the areas of grammar engineeringliammar testingvhich covers the devel-
opment of various testing strategies for software basedamar specifications. One
of the main testing methods developed in this context rdfersile coverage, i.e., the
testing procedure tries to cover all the rules of a specificat

In the context of grammar testing it is assumed that for argspecification defined as
a grammar, an implementation of it, like a parser, existswiticoe tested. The aim is
to build a test set, a finite set of sequences, that reveaéhpiak errors in the imple-
mentation. As opposed to testing based on finite state mashivhere it is possible to
(dis)prove the equivalent behaviour of the specificatioth iamplementation, in the case
of general context-free grammars this is no longer possiblé reduces to the equiv-
alence of two such devices, which is not decidable. Of cqoumsespecific restricted
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classes of context-free grammars there are decidabilitggrtures regarding the equiv-
alence problem and these may be considered for testing pespas well, but we are
interested here in the general case. The best we can getase¢oas much as possible
from the languages associated to the two mechanisms, spgicifi and implementation
grammars, and this is the role of a test set. We will define sestsets for P systems.

Given a specificatio? and an implementatio@’, a test set aims to reveal inconsisten-
cies, like

¢ incorrectnes®f the implementatiod:’” with respect to the specification language
L=L(G),if L(G') ¢ LandL # L(G");

e incompletenessf the implementatiod”’ with respect to the specification language
L=L(G),if L ¢ L(G")andL # L(G").

We start to develop a similar method in the context of P systektthough there are a
number of similarities between context-free grammarssetil in grammar testing and
basic P systems, like those considered in this paper, thesdso major differences that
pose new problems in defining suitable testing methods. Sdtie difficulties that we
encounter in introducing some grammar-like testing procesl are related to the main
features that define such systems: hierarchical compat#iigation of the entire model,
parallel behaviour, communication mechanisms, the lackmmdn-terminal alphabet.

We define some rule coverage criteria by firstly starting witle compartment P system,
i.e.,II = (V,u,w, R), wherey = [1];. The rule coverage criteria are adapted from [13],
[14]. In the sequel, if not otherwise stated, we will consitleat the specification and
the implementation are given by the P systemandIl’, respectively. For such a P
systemll, we define the following concepts.

Definition 3 A multiset denoted by € V*, coversaruler : a — v € R, if there is a
derivationw =—=* zay = 2'vy’ =" u; w,x,y,v,u € V*,a € V.

If there is no further derivation from, then this is called germinal coverage

Definition 4 A setT C V*, is called atest setthat satisfies theule coveraggRC)
criterion if for each ruler € R there isu € T which covers-.

If everyu € T provides a terminal coverage th&his called a test set that satisfies the
rule terminal coveragéRTC) criterion.

The following one compartment P systems are considdiged, < i < 4, having the
same alphabet and initial multiset:
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Hi - (‘/u iy Wi, R7)

where

e V1=V =Vz=V,={s,a,b,c};

p1 = p2 = pg = g = [1]1 - i.€., one compartment, denoted by 1;
W1 = Wy = W3 = Wyq = S,
Ri={ri:s—abry:a—cr3:b—bery:b—c};
Ro={r1:s—abro:a— \r3:b—c};

Ry ={r1:s—ab,ry:a— bee,rg : b— A}

Ry={ri:s—abry:a—be,rs:a— c,ry:b— c}.

In the sequel for each multiset, we will use the following vector of non-negative
integer number§|w|s, |w|a, |wlp, |w]e)-

The sets of all configurations expressed as vectors of ngative integer numbers,
computed by the P systerig, 1 < i < 4 are:

e S(Iy) = {(1,0,0,0),(0,1,1,0)} U {(0,0, k,n)|k = 0, 1;n > 2};
e S(ITy) = {(1,0,0,0),(0,1,1,0),(0,0,0,1)};

e S(IT3) = {(1,0,0,0),(0,1,1,0), (0,0,1,2), (0,0,0,2)};

e S(Iy) = {(1,0,0,0),(0,1,1,0), (0,0, 1,2), (0,0,0,2), (0,0,0,3)}.

Test sets fofl; satisfying the RC criterion are

e 711 =1{(0,1,1,0),(0,0,1,2),(0,0,0,2)} and
o T1,2 - {(Oa ]-7 ]-a 0)7 (Oa 07 ]-a 2)7 (Oa 07 Oa 3)}:

whereasly ; = {(0,1,1,0),(0,0,0,2)} andTj , = {(0,1,1,0),(0,0,1,2)} are not,
as they do not cover the ruleg andr,, respectively. Bothl; ; and 7’ » show the
incompleteness dil, with respect toS(II;) (I, is also incorrect)I’ ; does not show
the incompleteness i3 with respect toS(II; ), butT; 5 does. None of these test sets
does show the incompletenesdbf.

The sets of terminal configurations expressed as vectorsmegative integer num-
bers, computed by the P systeiiig 1 < i < 4 are:

o L(II;) ={(0,0,0,n)|n > 2};

b L(H2) = {(0’070’ 1)};

b L(HS) = {(0’070’ 2)};

o L(II4) ={(0,0,0,2),(0,0,0,3)}.
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A test set forIl; satisfying the RTC criterion i§" = {(0,0,0,3)}. As (0,0,0,3) is
not in L(IIy) and L(II3), it follows thatIl, andII; are incomplete with respect to
L = L(II;). However, the test set does not prove the incompletendss.of

The examples above show that none of the test sets provideaisrful enough to
prove the incompleteness Hf;, althoughS(I1,) C S(I1;), andL(I14) C L(II).

A more powerful testing set is computed by considering a gdisation of the RC
criterion, calledcontext-dependent rule covera@@DRC) criterion.

Definition5 Aruler € R, v : b — wav, u,v € V*, a,b € V, is called adirect
occurrencef a. For every symbal € V', we denote b@ces(I1, a), the set of all direct
occurrences of.

For the P systerhl;, the following sets of direct occurrences are computed:

)={r1:s—ab,r3:b— bc};
e Oces(Ily,¢) ={ro:a—c,r3:b—be,ry:b— c}.

Definition 6 A multiset denoted by < L(II) coversthe ruler : b — y € R for
the direct occurrencef b, a — ubv € R if there is a derivationv —* uiav; =
urubvvy = wiuyvvy =* z; z,u1, v, u, v,y € V*, a,b € V. A setT;. is said to
coverr : a — « for all direct occurrences oi if for any occurrencer € Oces(11, a)
there ist € T, such thatt coversr for o. A setT is said to achieve CDRC fdil if it
covers allr € R for all their direct occurrences.

Clearly, T, coversr in the sense of Definition 3. Similar to the coverage ruleeciin
introduced by Definition 4 where a terminal coverage criiefRTC) has been given,
we can also extend CDRC by considering only terminal dadwatfor all z in Defi-
nition 6 and obtain the CDRTC criterion. Obviously, any test that satisfies CDRC
(CDRTC) criterion will also satisfies RC (RTC) criterion,asll.

ForII; the set

e T"={(0,1,1,0),(0,0,1,2),(0,0,0,2),(0,0,1,3),(0,0,0,3))} satisfies the
CDRC criterion and
e 7" =1{(0,0,0,2),(0,0,0,3),(0,0,0,4)} satisfies the CDRTC criterion.

These sets show the incompletenes$lgfas well as the incompleteness of the other
two P systems.
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In all the above considerations we have considered maxiarallglism. If we consider
sequential P systems, only one rule is used at a moment, tihéie above considera-
tions and the same sets remain valid.

Now we consider general P systems, as introduced by Definitiand reformulate the
concepts introduced above for one compartment P systems:

e RC criterion becomes: the configuratiom, ..., u;, ..., u,,) covers arule; : a; —
v; € R; if there is a derivation
(W1 ooy Wiy W) == (B0, ey T Qi Yy ooy T) = (T, oy D03, oy ) =
(U eeey Uy ey Uy);

e atestsefl” C (V*)™is defined similar to Definition 4.

In a P system with more than one compartment, two adjaceirregan exchange
symbols. If the regiori is contained inj andr; : a — z(b,out)y € R; orr; : ¢ —
u(d,in)v € R; thenr;,r; are called communication rules between regibasd;.

Now Definition 5 can be rewritten as follows

Definition 7 Aruler : b — uwav € R; or a communication rule betweenand j,
r’ b — W (a,t)v" € Rj, wherei andj are two adjacent regions ande {in, out},
is called a direct occurrence af. The set of all direct occurrences afin region
is denoted byOccs; (11, a) and consists of the set of all direct occurrences: dfom
i, denoted byS; and the sets of communication rules, from the adjacent regions
J1s -+, Jg» denoted by, , ..., Sj, .

Let the two compartment P systems:
H; = (VmMz',wl,i,w2,i7R1,uRz,i)

where

Vi =Va={s,a,b,c};

w1 = p2 = [1]2]2]1 - i-e., two compartments; region 1 contains 2;

Wil = 8,Wa,1 = A\; Wi = S, W = A

Ry ={r1:s—sa(b,in),re:s —ab,r3:b —a,rs:a — c};

R2,1 2{7"1 Zb—>bC,7"2:b—>C};

Ri2={r1:s— sa(b,in),re : s — ab(b,in)(c,in),rs : b — a,r4 : a — c};
RQ’Q 2{7"1 Zb—>)\,7"2 Zb—>C}.

For the P systeriil;, the following sets of direct occurrences are computed:

e Occsi(IT,a) = S U Sy, whereS; = {r1 : s — sa(b,out),r2 : s — ab,rs :
b— a}andSy = 0;
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e Ocesy(IT),b) = S1 U Sy, whereSy = {ry : s — sa(b,out)} andSy = {ry : b —
b}

A test setl” that satisfies the CDRC criterion is:
{((1,1,0,0), (0,0,1,0)), ((0,1,1,1),(0,0,1,1)), ((0,1,0,2), (0,0,0,2)),
((0,0,0,3),(0,0,0,2))},
which is obtained from the derivation

(s,\) = (sa,b) = (bac, bc) = (acc, cc) = (cce, cc).

The P systenhl}, is incomplete as it does not contain configuratiorfs ¢”) with h > k,
but7" above, fails to show this fact.

We can consider the CDRTC criterion to check whether itdggtishes betwednd) and
IT,. It is left to the reader to verify this fact.

4 Finite State Machine based Testing

In this section we apply concepts and techniques from fitatie $ased testing. In order
to do this, we construct a finite automaton on the basis of dreation tree of a P
system.

We first present the process of constructing a DFA for a onepawtment P system

IT = (V, p,w, R), whereu = [1];. In this case, the configuration &f can change as a
result of the application of some rule iR or of a number of rules, in parallel. In order
to guarantee the finiteness of this process, for a givenéntegonly computations of

maximumk steps will be considered. For example, for= 4, the tree in Figure 4.1

depicts all derivations ifl; of length less than or equal to The terminal nodes are in
bold.

As only sequences of maximukrsteps are considered, for every rules R there will
be someV; such that, in any step; can be applied at mos{; times. Thus, the tree that
depicts all the derivations of a P systéhwith rulesk = {ry, ..., rm } can be described
by a DFA Dt over the alphabet = {r{' ...7}7 [0 < iy < Ni,...,0 < ip < Ny},
wherer{' ...ri= describes the multiset with occurrences of;, 1 < j < m.

As Dt is a DFA overA, one can construct the minimal DFA that accepisciselythe

languagel (Dt) defined byDt. However, as only sequences of at mbdtansitions
are considered, it is irrelevant how the constructed automwill behave for longer
sequences. Thus, a finite cover automaton can be constinsteed.

A deterministic finite cover automatdDFCA) of a finite languag’ is a DFA that ac-
cepts all sequencesinand possibly other sequences that are longer than any segjuen
inU.
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Fig. 4.1 Derivation tree foll; andk = 4

Definition 8 Let M = (A, Q, qo, F, h) be a DFA,U C A* afinite language andthe
length of the longest sequence(s)in ThenM is called adeterministic finite cover
automator(DFCA) of U if L(A) N A[l] = U, whereA[l] = J,,~, U* denotes the sets
of sequences of length less than or equdlwsth members in the alphabét

A minimal DFCA of U is a DFCA ofU having the least number of states. Unlike the
case in which the acceptance of the precise language igeegthe minimal DFCA is
not necessarily unique (up to a renaming of the state spatd¥p].

The concept of DFCA was introduced by Campeanu et al. [paiifl several algorithms
for constructing a minimal DFCA of a finite language have béevised since [5], [6],

[4], [3], [11], [12], [16]. The time complexity of these algthms is polynomial in the

number of states of the minimal DFCA. Interestingly, Garaihd Ruiz [8] note that the
minimization of DFCA can be approached as an inference proplvhich had been
solved several years earlier.
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Any DFA that accept$/ is also a DFCA ofU and so the size (number of states) of a
minimal DFCA of U cannot exceed the size of the minimal DFA that accépt©n
the other hand, as shown by examples in this paper, a minifa@l Dof U may have
considerably fewer states than the minimal DFA that accEpts

A minimal DFCA of the languagd.(Dt) defined by the previous derivation tree is
represented in Figure 4.2; in Figure 4.2 is final state. It is implicitly assumed that
a non-final “sink” state, denoteg};, also exists, that receives all “rejected” transitions.
For testing purposes we will consider all the states as final.

r3

Fig. 4.2 Minimal DFCA for IT, andk = 4

Not only the minimal DFCA ofL(Dt) may have (significantly) less states than the
minimal DFA that acceptd (Dt), but it also provides the right approximation for the
computation of a P system. Considar, us € V*, w =* u1, w =" us, such that
the derivation fromu; is identical to the derivation from,, i.e., any sequencee A*

that can be applied to; can also be applied te, and vice versa (e.gu; = bc? and

uy = be? in Figure 4.1). Naturally, as the derivation fram is identical to the derivation
from us, u; anduy should be represented by the same state of a DFA that modgels th
computation of the P system. This is the case when the DFA humthsidered is a
minimal DFCA of L(Dt); on the other handy; andusy will be associated with distinct
states in the minimal DFA that accefitsDt), unless they appear at the same level in the
derivation treeDt. For example, in Figure 4.1¢? andbc® appear at different levels in
the derivation tree and so they will be associated withis$tates in the minimal DFA
that acceptd.(Dt); on the other handy? andbc® are mapped onto the same state (
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of the minimal DFCA represented in Figure 4.2. Furthermifrie entire computation
of the P system (i.e. for derivation sequenceamflength) can be described by a DFA
over some alphabet, then this DFA model will be obtained as a DFCAfDt) for

k sufficiently large.

Once the minimal DFCAVI = (A, Q, qo, F, h) has been constructed, various specific
coverage levels can be used to measure the effectivenedesifset. In this paper we
use two of the most widely known coverage levels for finiteoaudta:state coverage
andtransition coverage.

Definition 9 A setT' C V*, is called atest setthat satisfies thetate coveragéSC)
criterion if for each state; of M there exists, € T and a paths € A* that reacheg
(h(qo, s) = q) such thatu is derived fromw through the computation defined by

Definition 10 A setT’ C V*, is called atest setthat satisfies théransition coverage
(TC) criterion if for each statey of M and eacha € A such thata labels a valid
transition fromq (h(q, a) # qs), there exist, v’ € T and a paths € A* that reaches
q such thatu and’ are derived fromw through the computation defined bynd sa,
respectively.

Clearly, if a test set satisfies TC, it also satisfies SC. Agestorll; satisfying the SC
criterion is

Ty, ={(1,0,0,0),(0,1,1,0),(0,0,1,2),(0,0,0,2)},

whereas a test set satisfying the TC criterion is

T s ={(1,0,0,0),(0,1,1,0),(0,0,1,2),(0,0,0,2),(0,0,1,3),(0,0,0,3)}.

The TC coverage criterion defined above is, in principle)@gaus to the RC criterion
given in the previous section. The TC criterion, howeveesinot only depend on the
rules applied, but also on the state reached by the system aigézen rule has been
applied. Test suites that meet the RC and TC criteria canflmgesttly calculated using
automata inference techniques [9], [15]. A stronger doterin which all feasible tran-
sition sequences of length less than or equalitaust be triggered in any state can also
be defined - this will correspond to the CDRC criterion defiirethe previous section.
Of course, a more careful analysis of the relationships betwcriteria used in testing
based on grammars and those applied in the context of fiwite stachines, considered
for P systems testing, needs to be conducted in order toii@éme most suitable testing
procedures for these systems.

The construction of a minimal DFCA and the coverage critdeéined above can be
generalized for a multiple compartment P system

I = (V,p,wr,...,;wn, R1, ..., Rp).

In this case, the input alphabet will be defined as
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_ 01,1 i1,mq in,1 Tn,my . .
A={(ry" oo™ o ) 0 <, <N, 1< G < my,

3 —

1 <p<nj,

whereN; , is the maximum number of times rute, 1 < j < m,, from compartment
p can be applied in one derivation stdp< p < n. Analogously to one compartment P
systems, only computations of maximunsteps are considered.

S, A
2N

)
sa, b ab,A

(rara, 1) (rara, 1) (rara, A)

(rara{ )

(rarar)

>

sac, Bc sac, bc abc, bc abc,c ac,

(rar I'zz) (raby, 1aro)
(rara) r12)
v

saé, b’c® sad K saé, b abé b’c® abé be abé ¢ ad,bdé ad, & cc,A

2
(rara, 117) (rafa, 12)

Fofa, 15°)
" (r3r4 I’l) (r41 )\)

(rara, rir2)

Fig. 4.3 Derivation tree fodl; andk = 3

For k = 3, the derivation tree ofl) defined above is as represented in Figure 4.3. For
clarity, in Figure 4.3 if the derivation from some nodénot found at the bottom level in
the hierarchy) is the same as the derivation from some puewiode.’ at a higher level

or at the same level in the hierarchy, theis not expanded any further; we denate-

u’. Such nodes arésac, be) and (abe, ¢), (sac,be) ~ (sa,b) and(abe, ¢) ~ (ab, \);
they are given in italics. A minimal DFCA of the language defirby the derivation
tree is represented in Figure 4.4.

Similar to one compartment case, test sets for consideritstiar state and transition
cover, can be defined in this more general context.
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(rera l'12)
(rira, rar)
(rera l'22)
(rara rlz)
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(rara, rzz)

(2, A)

(rara, 1) (rsra )
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Fig. 4.4 Minimal DFCA for IT; andk = 3
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5 Conclusions and Future Work

In this paper we have discussed how P systems are testedrdgtining grammar and
finite state machine based strategies. The approach issiogusn cell-like P systems,
but the same methodology can be used for tissue-like P sgst8imple examples il-
lustrate the approach and show their testing power as welliasnt limitations. This

very initial research reveal a number of interesting preiany problems regarding the
construction of relevant test sets that point out faultylengentations.

This paper has focused on coverage criteria for P systeimgest grammar based test-
ing, coverage is the most widely used test generation @itEor finite state based test-
ing we have considered some simple state and transitiorrageeriteria, but criteria
for conformance testing (based on equivalence proofs) sanbe used; this approach
is the subject of a paper in progress. Future research idraksoded to cover relation-
ships between components and the whole systems with respesting, other testing
principles based on the same criteria and strategies, dsagvekew strategies and dif-
ferent testing methods. Relationships between testingrizribased on grammars and
those used in the case of finite state machine based speciicatmain to be further
investigated in a more general context.

Acknowledgements. The authors of the paper are grateful to the anonymous esfere
for their comments and suggestions.
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Spiking neural P systenend artificial neural networksire computational de-
vices which share a biological inspiration based on the flévinformation
among neurons. In this paper we present a first model for Febleiarning in
the framework of Spiking Neural P systems by using concepisotved from
neuroscience and artificial neural network theory.

1 Introduction

When an axon of cell is near enough to excite cdll or repeatedly or per-
sistently takes part in firing it, some growth process or ibefia change takes
place in one or both cells such thats efficiency, as one of the cells firing,
is increased.

D. O. Hebb (1949) [14]

Neuroscience has been a fruitful research area since thegimng work of Ramoén y
Cajal in 1909 [23] and after a century full of results on thenmaad the mind, many in-
teresting questions are still unanswered. Two of such prablof current neuroscience
are the understanding of neural plasticity and the neurdihgp

The first one, the understanding of neural plasticity, iated to the changes in the
amplitude of the postsynaptic response to an incoming mgtaiential. Electrophys-

iological experiments show that the response amplitudeidired over time. Since

the 1970’s a large body of experimental results on synapéstigity has been accu-
mulated. Many of these experiments are inspired by Hebbssubate (see above). In
the integrate-and-fire formal spiking neuron model [9] afsban artificial neural net-

works [13], it is usual to consider a factaras a measure of thefficacyof the synapse

from a neuron to another.

The second one, the neural coding, is related to the way ichwbine neuron sends
information to other ones. It is interested in the informatcontained in the spatio-
temporal pattern of pulses and on the code used by the netartrasismit information.
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This research area wonders how other neurons decode tha sigwhether the code
can be read by external observers and understand the megdgmesent, a definite
answer to these questions is not known.

The elementary processing units in the central nervougsystre neurons which are
connected to each other in an intricate pattern. Corticatares and their connections
are packed into a dense network with more thah cell bodies per cubic millimeter.
A single neuron in a vertebrate cortex often connects to ntimme 10 postsynaptic

neurons.

The neuronal signals consist of short electrical pulseso(ehlled action potentials or
spike$ and can be observed by placing a fine electrode close to tha so axon of

a neuron. The link between two neurons isyamapsend it is common to refer to the
sending neuron as a presynaptic cell and to the receivingonas the postsynaptic cell.

Since all spikes of a given neuron look alike, the form of theam potential does not
carry any information. Rather, it is the number and the tgnifi spikes what matters.
Traditionally, it has been thought that most, if not all, bétrelevant information was
contained in theneanfiring rate of the neuron. The concept of mean firing rates has
been successfully applied during the last decades (seg[J@por [15]) from the pio-
neering work of Adrian [1, 2]. Nonetheless, more and moreeeixpental evidence has
been accumulated during recent years which suggests thatighsforward firing rate
concept based on temporal averaging may be too simplistiesoribe brain activity.
One of the main arguments is that reaction times in behav@eriment are often
too short to allow long temporal averages. Humans can rézegmd respond to visual
scenes in less than 400ms [25]. Recognition and reacti@hiegeveral processing step
from the retinal input to the finger movement at the outpuatléach processing steps,
neurons had to wait and perform a temporal average in ordesit the message of the
presynaptic neurons, the reaction time would be much lofd@ny other studies show
the evidence of precise temporal correlations betweerepui$ different neurons and
stimulus-dependent synchronization of the activity in ylagons of neurons (see, for
example, [5,11, 10,6, 24]). Most of these data are incomsistith a concept of coding
by mean firing rates where the exact timing of spikes shouwdg pb role.

Instead of considering mean firing rates, we consider thigstigasituation in which a
neuron abruptly receives an input and for each neuron thiegiof the first spike after
the reference signal contains all the information aboutithe stimulus.

Spiking neural P systenfSN P systems, for short) were introduced in [16] with the aim
of incorporating in membrane computihigleas specific to spike-based neuron models.
The intuitive goal was to have a directed graph were the nogl@&sent the neurons
and the edges represent the synaptic connections amongtiens. The flow of in-
formation is carried on the action potentials, which areceted by objects of the same

IThe foundations of membrane computing can be found in [2d]udated bibliography at [26].
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type, thespikeswhich are placed inside the neurons and can be sent frommapsc to
postsynaptic neurons according to specific rules and malde@f the time as a support
of information.

This paper is a first answer to the question proposed by Qim F8[22] (question A)
about the way to link the study of SN P systems with neural aging and as he sug-
gests, the starting point has been not only neural computingalso recent discoveries
in neurology.

The paper is organized as follows: first we discuss about Sistems with input and
delay and a new computational device called Hebbian SN Brsyshit is presented. In
Section 3 we present our model of learning with SN P systeraedan Hebb’s postu-
late. An illustrative experiment carried out with the ca@pending software is shown in
Section 4. Finally, some conclusions and further discussiosome topics of the paper
are given in the last section.

2 SN P Systems with Input and Decay

An SN P system consists of a set of neurons placed in the nddedirected graph and
capable of sending signals (callsgike$ along the arcs of the graph (callegihapsés

according to specific rules. The objects evolve accordiragget of rules (calledpiking

ruleg. The idea is that a neuron containing a certain amount dfesptan consume
some of them and produce other ones. The produced spikesrdr@sybe with a delay
of some steps) to all adjacent neurons from the neuron whereute was applied. A
global clock is assumed and in each time unit, each neurochadain use a rule should
do it, but only (at most) one rule is used in each neuron. Osgngdjuished neuron is
considered to be the output neuron, and its spikes are afgdaséhe environment (a
detailed description of SN P systems can be found in [22] haddferences therein).

In this section we introduce thidebbian SN P system unihich is an SN P system with
m + 1 neurons {n presynaptic neurons linked to one postsynaptic neuronpwed
with input and decay At the starting point all the neurons are inactive. At reékg
membrane of biological neurons has a negative polarizati@bout—65mV, but we
will consider the inactivity by considering the number oflsgs inside the neuron is
zero. The dynamics of a Hebbian SN P system unit is quite aatAt the starting
point, all neurons are at rest and in a certain moment theypegdic neurons receive
spikes enough to activate some rules. The instant of theaawi the spikes can be
different for each presynaptic neuron. These spikes detvae rule inside the neurons
and the presynaptic neurons send spikes to the postsymaption. In the postsynaptic
neuron a new rule can be triggered or not, depending on theboff spikes and it may
send a spike to the environment.
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Fig. 2.1 Dynamics of one spike

2.1 Thelnput The basicideain SN P systems taken from biological spikewyon
models is that the information is encodedtime. The information in a Hebbian SN P
system unit is also encoded in the time in which the spikeseato the neuron and
the time in which the new spikes are emitted. The input wilkls encoded in time.
The idea behind this codification is that the presynapticoresimay not be activated at
the same moment. If we consider a Hebbian SN P system unitrasfawide neural
network, it is quite natural to think that the spikes will reative to the presynaptic
neurons (and consequently, their rules are not activatettiessame time. In this way,
if we consider a Hebbian SN P system unit withpresynaptic neuron§us, . . ., u, },
an input will consist of a vectaf = (z1,...,z,,) of non-negative integers wherg
represents the time unit of the global clock in which the oeur; is activated.

2.2 The Decay The effect of a spike on the postsynaptic neuron can be redord
with an intracellular electrode which measures the poatdifference between the in-
terior of the cell and its surroundings. Without any spikput the neuron is at rest
corresponding to a constant membrane potential. After tiieahof the spike, the po-
tential changes and finally decays back to the resting pateiithe spikes, have an
amplitude of about 100mV and typically a duration of 1-2 mhkisTmeans that if the
total change of the potential due to the arrival of spikesasenough to activate the
postsynaptic neuron, it decays after some millisecondstadeuron comes back to its
resting potential (see Fig. 2.1).

This biological fact is not implemented in current SN P sgetewhere the spikes can
be inside the neuron for along time if they are not consumeahiyyrule. In the Hebbian
SN P system unit, we introduce the decay in the action patienitthe neurons. When
the impulse sent by a presynaptic neuron arrives to the yegpgic neuron, if it is not

2In Section 5 we discuss about other codings for the input.
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consumed for triggering any rule in the postsynaptic nettrdecays and its contribu-
tion to the total change of potential in the postsynapticasuaecreases with time. This
decayed potential is still able to contribute to the acibrabf the postsynaptic rule if
other spikes arrive to the neuron and the addition of all fiikees trigger any rule. If this
one does not occur, the potential decays and after a shatttismneuron reaches the
potential at rest. Figure 2.2 shows a scheme in which twoypeggic neurons send two
spikes each of them at different moments to a postsynapticone Figure 2.3 shows
the changes of potential in the postsynaptic neuron tithégy the threshold for firing
aresponse.

In order to formalize the idea of decay in the framework of SkyBtems we introduce
a new type of extended rules: theles with decayThey are rules of the form

E/d* — (a?,8);d

where,F is a regular expression ovés }, k andp are natural numbers with > p > 0,

d > 0andS = (s, s2,...,s,) is afinite non-increasing sequence of natural numbers
called thedecaying sequencgheres, = k ands, = 0. If E = a*, we will write

a* — (a?,S);d instead ofa* /a* — (aP, S);d.

The idea behind thelecaying sequends the following. When the ruleZ/a* —
(a?, S); dis triggered at, we lookinS = (si,...,s,) for the least such thap > s;.
Suchs; spikes are sent to the postsynaptic neurons according héthi¢layd in the
usual way. Notice that; can be equal tp, so at this point this new type of rule is a
generalization of the usual extended rules.

This definition of decaycan be seen as a generalization of the decaying spikes pre-
sented in [7], where a decaying spikés written in the form(a, ¢), wheree > 1 is the
period. From the moment a pdis, e) arrives in a neurorg is decremented by one in
each step of computation. As sooneas: 0, the corresponding spike is lost and cannot
be used anymore.

3Further discussion about the decay can be found in Section 5.
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Fig. 2.3 The potential at the postsynaptic neuron

In this way, a ruleE/a* — aP;d (k > p) wherea? arep decaying spikesa, ¢) can
be seen with our notation @/a* — (a?,S);d with S = (s1,...,8c42), 51 = k,
89 =+ = 8er1 = pandseys = 0.

2.3 Hebbian SN P System Units Hebbian SN P system units are SN P systems
with a fixed topology endowed with input and decay. They haegollowing common
features:

e The initial number of the spikes inside the neurons is alwagyse in all Hebbian

SN P system units, so we do not refer to them in the descriptidime unit.
e All the presynaptic neurons are linked to only one poststinaguron and these
are all the synapses in the SN P system, so they are not pcovidlee description.
e The output neuron is the postsynaptic one.

Bearing in mind these features, we describe a Hebbian SNt@symit in the following
way.

Definition 1 A Hebbian SN P system urot degreg(m, k, p) is a construct
HIT = (O,u1, ..., Un,v),
where:

e O = {a} is the alphabet (the objeatis calledspike;
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e ui,...,u, are the presynaptic neurons. Each presynaptic neurohas associ-
ated a set of rule®; = {Ri1,..., Ry, } where for eachi € {1,...,m} and
j€{1,...,l;}, R;ij is a decaying rule of the form:

CLk — (ani-j s S), dij

wherek > n;; > 0 andd;; > 0. We will calln;; the presynaptic potentiadf the
rule andd;; is thedelayof the rule. Note that all rules are triggered ldyspikes.
The decaying sequenée= (s, s2, .. ., s,-) is a finite non increasing sequence of
natural numbers called théecaying sequenaeheres; = k ands, =0 .

e v is the postsynaptic neuron which contains only one postsimaule

Ey/a? — a;0

where E is the set of regular expressiongn € N|n > p}. We will call p the
thresholdof the postsynaptic potential of the Hebbian SN P system unit

By considering the decaying sequences we can distinguisim@itiree types of Heb-
bian SN P system units:

e Hebbian SN P system units witmiform decayin this case the decaying sequence
S is the same for all the rules in the presynaptic neurons.

e Hebbian SN P system units witbcally uniform decaylIn this case the decaying
sequencé is the same for all the rules in each presynaptic neuron.

e Hebbian SN P system units withon-uniform decayln this case each rule has
associated a decaying sequence.

Definition 2 An input for a Hebbian SN P system unilf degreem is a vector? =
(z1,...,zm,) of m non-negative integers;.

A Hebbian SN P system unit with inpista pair (H1I, ¥) where HII is Hebbian SN P
system unit and is an input for it.

The intuitive idea behind the input is encoding the inforioratn time. Each component
of the input represent the moment, according to the glolmalk;lin whichk spikes are
provided to the corresponding presynaptic neuron.

2.4 How it works In this section we provide a description of the semantics of a
Hebbian SN P system unit of degree, k, p). As we saw before, eack in the input
Z = (x1,...,x,) represents the time in which spikes are provided to the neuron

4This rule is an adaptation of the concept of a rule from anreded spiking neural P system with thresh-
olds taken from [7].
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u;. At the momentz; in which the spikes arrive to the neuran one rule(a® —
(a™4,S);d;;) is chosen in a non-deterministic way among the rules of theare

Applying it means that spikes are consumed and we lookdn= (s1, ..., s,) for the
least! such that;; > s;. Suchs; spikes are sent to the postsynaptic neurons according
to the delayd;; in the usual way, i.es; spikes arrive to the postsynaptic neuron at the
momentr; +d;; + 1. The decay of such spikes is determined by the decaying seque
As we saw above, if the spikes are not consumed by the triggef a rule in the
postsynaptic neuron, they decay and at tie- d;; + 2 we will consider that; — s,
spikes have disappeared and we only have spikes in the postsynaptic neuron. If the
spikes are not consumed in the following steps by the triggesf a postsynaptic rule,
attimezo+d;;+1+r—Ithe number of spikes will be decreasedjo= 0 and the spikes

are lost. Formally, if the chosen rule at the membrareR;; = ak — (@™, 5);d;j

with S = (s1, ..., s,) and the rule is activated at time= z;, then the number of spikes
sent byR;; occurring in the postsynaptic neuron at time z; + d;; + 1 + k iS s, if

k € {0,...,r—1} and zero otherwise. The indéxs the least index i1, ..., r} such
thatmj > s;.

The potential on the postsynaptic neuron depends on theilwetdns of the chosen
rules in the presynaptic neurons. Such rules send spikeatttiee to the postsynaptic
neuron at different instants which depend on the input (tiseaint in which the presy-
naptic neuron is activated) and the delay of the chosen Tile.contribution of each
rule to the postsynaptic neuron also changes along the tiraeéadthe decay.

Formally, the potential of the postsynaptic neuron in a givestant is a natural number
calculated as a functioR* which depends on the timg on the inputz and on the
rules chosen in each neurd® (R, ..., Rmi, . %,t) € N. Such a natural number
represents the number of the spikes at the momenthe postsynaptic neuron and it is
the result of adding the contributions of the rules, , ..., Ry, -

The Hebbian SN P system unit produces an output if the ruleegpbstsynaptic neuron
v, B /aP? — a is triggered, i.e., if at any momenthe amount of spikes in the postsy-
naptic neuron is greater than or equal to the threshppttien the rule is activated and
triggered. If there does not exist suchthen the Hebbian SN P system unit does not
send any spike to the environment.

Bearing in mind the decay of the spikes in the postsynapticare if any spike has been
sent out by the postsynaptic neuron after an appropriatdpunf steps, any spike will

be sent to the environment. In fact, we have a lower boundi®mniumber of steps in
which the spike can be expelled, so we have a decision methaetérmine if the input

# produces or not an output

5A detailed description and some examples can be found in [12]
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3 Learning

If we look at the Hebbian SN P system units as computationatds where the target
is the transmission of information, we can consider thattévcesuccesses$ a spike

is sent to the environment and fils if the spike is not sent. In this way, the lack
of determinism in the choice of rules is a crucial point in thecess of the devices
because as we have seen above, if we provide several timeartieinput, the system
can succeed or not.

In order to improve the design of these computational devicel in a narrow analogy
with the Hebbian principle, we introduce the conceptefficacyin the Hebbian SN
P system units. Such efficacy is quantified by endowing ealehwith a weightthat
changes along the time, by depending on the contributiohefule to the success of
the device.

According to [8], in Hebbian learning, a synaptic weightl&oged by a small amount if
presynaptic spike arrival and postsynaptic firc@ncides This simultaneity constraint
is implemented by considering a parameggr which is the difference between the
arrival of the contribution of the rul&;; and the postsynaptic firing. Thus, the efficacy
of the synapses such that its contributions arrive repgasbortly before a postsynaptic
spike occurs is increased (see [14] and [3]). The weights/négses such that their
contributions arrive to the postsynaptic neuferthe postsynaptic spike is expelled
are decreased (see [4] and [17]). This is basically the legrmechanism suggested
in [18].

3.5 The Model In order to implement a learning algorithm in our Hebbian SN P
system units, we need to extend it with a set of weights thatswme the efficacy of
the synapses. The meaning of the weights is quite naturait éitalinto the the theory

of artificial neural networks [13]. The amount of spikes thaives to the postsynaptic
neuron due to the rul&;; depends on theontributionof each rule and also on the
efficacyw;; of the synapse. As usual in artificial neural networks, thalfbontribution
will be the contribution sent by the rule multiplied by thdiedicyw;;.

We fix these concepts in the following definition.

Definition 3 An extended Hebbian SN P system wofitlegreen is a construct
FHII = (HH,U}H, e ,wmlm),

where:

e HIIis a Hebbian SN P system unit of degreeand the rules of the presynaptic
neuronu; are R; = {R;1,..., Ry, t withi € {1,...,m}.

e ForeachruleRr;; withi € {1,...,m} andj € {1,...,1;}, w;; is a real number
which denotes thmitial weightof the ruleR;;.
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Associating a weight to each rule means to consider an iddalisynapse for each rule
instead of a synapse associated to the whole neuron. Thefdmmsidering several
synapses between two neurons is not new in computationabme@sodels. For exam-
ple, in [20] the authors present a model for spatial and tealgmattern analysis via
spiking neurons where several synapses are consideredgahie idea had previously
appeared in [8]. Considering several rules in a neuron ardsynapse associated to
each rule allows us to design an algorithm for changing thight€the efficacy) of the
synapse according to the result of the different inputs.

The concept of input of a extended Hebbian SN P system uniii¢as to the previ-
ous one. The information is encoded in time and the input oheeuron denotes the
moment in which the neuron is excited.

Definition 4 An extended Hebbian SN P system unit with inig pair (FHIIL, ©),
where HTI is an Hebbian SN P system unit afids an input for it.

The semantics As we saw before, each in the inputz = (z1, ..., z,,) represents the

time in which the presynaptic neuranis activated. The formalization of the activation
of the neuron in this case differs from the Hebbian SN P systeits. The idea behind

the formalization is still the same: the postsynaptic nauexeives a little amount of

electrical impulse according to the excitation time of thhegynaptic neuron and the
efficacy of the synapsis. The main difference is that we amrdhat there exist sev-
eral synapses between one presynaptic neuron and the paystisyone (one synapse
for each rule in the neuron) and the potential is transmittieahg all these synapses
according to their efficacy.

Extending the Hebbian SN P system units with efficacy in thapges and considering
that there are electrical flow along all of them can be seen gsnaralisation of the
Hebbian SN P system units. In Hebbian SN P system units odlywe R;; is chosen

in the presynaptic neurom; and the contribution emitted b;; arrives to the postsy-
naptic neuron according to the decaying sequence. Sinogefghtw,;; multiplies the
contribution in order to compute the potential that arriteehe postsynaptic neuron, we
can consider the Hebbian SN P system unit as an extendedateBhi P system unit
with the weight of the chosen rulg;; equals to one and the weight of the remaining
rules equals to zero.

At the momentz; in the presynaptic neurom; we will consider thatall rules (a* —
(a™,S);d;;) are activated. The potential on the postsynaptic heuroentpon the
contributions of the rules in the presynaptic neurons awdefficacy of the respective
synapses. Let us consider that at timethe rule (a* — (a™,S);d;;) is activated
and the efficacy of its synapse is represented by the weightWhen the rulga* —
(a™,S);d;;) is triggered at the instart we look inS = (sq,...,s,) for the least
such thap x w;; > s;. Thens; spikes are sent to the postsynaptic neurons according
with the delayd in the usual way.
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At to+d+1, thes; spikes arrive to the postsynaptic neurons. The decay ofspikbs is
determined by the decaying sequence. If the spikes are nstiored by the triggering
of arule in the postsynaptic neuron, they decay and at tijred + 2 we will consider
thats; — s;1.1 spikes have disappeared and we only haye spikes in the postsynaptic
neuron. If the spikes are not consumed in the following stgpshe triggering of a
postsynaptic rule, at stepg + d + 1 + r — [ the number of spikes will be decreased to
s, = 0 and the spikes are lost. The extended Hebbian SN P systerprodiices an
output if the rule of the postsynaptic neuronZ; /a? — a is triggered.

3.6 The Learning Problem Letus come back to the Hebbian SN P system units. In
such units, provided an inpuff success can be reached or not (i.e., the postsynaptic rule
is triggered or not) depending on the non-deterministyaalles chosen. In this way, the
choice of some rules ibetterthan the choice of other ones, by considering that a rule
is betterthan another if the choice of the former leads us to the sgowéth a higher
probability than the choice of the latter. Our target is tartewhich are the best rules
according to this criterion.

Formally, alearning problenis a 4-uple( EHTI, X, L, ¢), where:

e [HIIis an extended Hebbian SN P system unit.

e X = {a3,...4,}is afinite set ofnputsof FHTI.

e L : 7Z — Zis a function from the set of integer numbers onto the set t&igier
numbers. It is called thkearning function

e cis a positive constant called thate of learning

The outputof a learning problem is an extended Hebbian SN P system unit.

Informal description of the algorithmLet us consider an extended Hebbian SN P sys-
tem EHTI, a learning functior : Z — 7Z and a rate of learning Let us consider an
inputZ and we will denote byz the moment when the postsynaptic neuron reaches the
potential for the trigger of the postsynaptic neuron. Iftspotential is not reached (and
the postsynaptic neuron is not triggered) thegr= co.

On the other hand, for each rul;; = a* — (a"4,S);d,; of a presynaptic neuron
we can compute the momedjf; in which its contribution to the postsynaptic potential
arrives to the postsynaptic neuron. It depends on the ifiand the delayl;; of the
rule

t% =Z; + dl‘j +1
whereZ; is thei-th component of.

We are interested in the influence of the ritg; on the triggering of the postsynaptic
neuron. For that we need to know the difference between tivabof the contribution
tffj and the moment; in which the postsynaptic neuron is activated.
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For each rulek;; and each inpuf, such a difference is

T _ 4 T

o If sfj = 0, then the postsynaptic neuron reaches the activationlgxadthe instant
in which the contribution of the rul&;; arrives to it. This fact leads us to consider
that the contribution okz;; to the postsynaptic potential has had a big influence on
the activation of the postsynaptic neuron.

o If sfj > 0 and it issmall then the postsynaptic neuron reaches the activation a bit
later than the arrival of the contribution of the rul&; to it. This fact leads us to
consider that the contribution @f;; to the postsynaptic potential has influenced on
the activation of the postsynaptic neuron due to the decayt is not so important
as in the previous case.

e If s, < 0ors; > 0and it is notsmall then the contribution ofz;; has no
influence on the activation of the postsynaptic neuron.

The different interpretations admallor big influenceare determined by the different
learning functiond. : Z — Z. For each rul&?;; and each input, L(sfj) € 7Z measures
de degree of influence of the contribution 8f; to the activation of the postsynaptic
neuron produced by the inpit

According to the principle of Hebbian learning, the efficafythe synapses such that
their contributions influence on the activation of the ppseptic neuron must be in-

creased. The weights of synapses such that their contiiimitiave no influence on the
activation of the postsynaptic neuron are decreased.

Formally, given an extended Hebbian SN P systéhh, a learning functiorl : Z — Z,
arate of learning and an inpuf of H11, thelearning algorithnoutputs a new extended
Hebbian SN P systei/II’ which is equal ta1I, but the weights: each;; has been
replaced by a new;; according to

wi; = wij + € - L(sfj)

Depending on the sign dl(sfj), the rule R;; will increase or decrease its efficacy.
Note thatL(s;fj) is multiplied by therate of learning. This rate of learning is usual

in learning process in artificial neural networks. It is ugua small number which
guarantees that the changes on the efficacy are not abrupt.

Finally, given alearning problem{ HI1, X, L, ¢), the learning algorithm takeg € X

and outputd7II'. In the second step, the learning probleffil’, X —{#}, L) is consid-

ered and we get a nefI1’. The process finishes when all the inputs has been consumed
and the algorithm outputs the last extended SN P system unit.
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The use of weights needs more discussion. The weights areedefs real numbers and
membrane computing devices are discrete. If we want to digaldiscrete computation

in all the steps of the learning process we have to choosedttaneters carefully. The

following result gives a sufficient constraint for having iateger number of spikes at
any moment.

Theorem 1 Let a be the greatestj non-negative integer such that for all ymeptic
potentialn;; there exists an integer;; such thatn;; = x;; - 10%.

Let b be the smallest non-negative integer such that for allahiveightw;; and for
the rate of learning: there exist the integers;; andk such thatw;; = k;; - 10~" and
e=k-107°.

If a —b > 0, then for all presynaptic potential;; and all the weightsv obtained along
the learning processy;; - w is an integer number.

Proof For the sake of simplicity, we denote by the update weightv afterr steps
(andw? is the initial weight). Then, it suffices to consider the nesive generation of
new weightsw™ ™! = w™ + ¢ - L(s,), wheres,, is the corresponding value in the step
n, and therefore

w"™ = w® e (L(sg) +---+ L(s,)).

If we developn;; - w™*! according to the statement of the theorem, we have that there
exist the integers;;, ko andk such that

nij - w"t =2, 10% - [ko - 107° + (k- 107%(L(s0) + - + L(sn)))]
= 10%"" @y - [ko + k(L(s0) + -+ + L(s2))]

Sincex;; - [ko + k(L(so) + --- 4+ L(sn))| is an integer number, ik — b > 0 then
ni; - w" ! is an integer number. O

4 A Case Study

Let us consider the Hebbian SN P system
HII = (Oau1;u25U)

with uniform decay, where:

e O = {a} is the alphabet;

e uy,us are the presynaptic neurons. The presynaptic neuigns, have associ-
ated the sets of ruleR;, whereRy = {Ri1, Ri2, Ri13} and Ry = {Roa1, Ra2},
respectively, with
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Rll = a3000 s (a30007 S), 0 R21 = a3000 s CLlOOO; 0
R12 = a3000 s (a20007 S), 1 R22 = a3000 s CLBOOO; 3
ng = a3000 N (0120007 5)7 7

e Thedecaying sequendg S = (3000, 2800, 1000, 500, 0).
e v is the postsynaptic neuron which contains only one postsicialle £, /a2%°
— a;0.

Let FHII be the Hebbian SN P system uttll extended with the initial weights
w1l = w12 = wiz = wey = waz = 0.5.

Let us consider the learning probld@@ H1I, X, L, ¢) where

e FHIIis the extended Hebbian SN P system unit described above,

e X is a set of 200 random inputg}, 2?) with 1 < i < 200 and z},2? €
{0,1,...,5}

e [ isthe learning functiod. : Z — Z

3 ifs=0
L(s)=<9 1 ifs=1
—1 otherwise

e The rate of learning is = 0.001

We have programmed an appropriate software for dealingledtining problems. After
applying the learning algorithm, we obtain a new extendebidiin SN P system unit
similar to £ HII but with the weights

w11 = 0.754, w12 = 0.992, w13 = 03, wa1 = 0.454, wWao2 = 0.460
Figure 4.4 shows the evolution of the weights of the synapses

The learning process shows clearly the differences amanguibes.

e Theworstrule is R;3. In a debugging process of the design of an SN P system
network such rule should be removed. The value of the weigbtlecreased along
all the learning process. This fact means that the rule hesrroentributed to the
success of the unit and then it can be removed.

e Onthe contrary, théestrules areR;; andR;». In most of the cases, (not all) these
rules have been involved in the success of the unit.

e The other two ruled?y; and Rys have eventually contributed to the success of the
unit but not so clearly a&,; andR»;.
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Fig. 4.4 The evolution of the weights

5 Conclusions and Future Work

The integration in a unique model of concepts from neureosaeartificial neural net-

works and spiking neural P systems is not an easy task. Eattte dhree fields have
its own concepts, languages and features. The work of iatiegrconsists on choosing
ingredients from each field and trying to compose a comprtatidevice with the dif-

ferent parts. This means that some of the ingredients ustteidevices presented in
this paper are not usual in the SN P systems framework. Atthdlie authors have tried
to be as close to the SN P system spirit as possible some restaskild be considered.

In the paper, the input of the device is provided as a veatgr. . . , ,,,) of non-negative
integers, where; represents the moment in which one rule (non-determirityicho-
sen) of the neuron, is activated. The information encoded in the vector, . . ., z,,)
can be provided to the input neurons#yspike trains were all the elements are 0’s and
there is only one 1 in the positian. In this way, the input is encoded by spike trains,
which is closer to the standard inputs in SN P systems.
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The idea of providing the input with a spike train of 0’s andyoone 1 in the position
t; carries out new problems. In the literature of SN P systemthe instant; only one
spike is supplied to the neuren. In our device we want that a rule of typé€ — a”; d

is activated withr > 1. At this point we can consider several choices. The first gne i
to consider that at timeg; the spike train provides spikes, but this choice lead us far
from the SN P system theory. A second option is to considdrttieaspike trains have
r consecutive 1's and each of them provide one spike. The réngaelements in the
train are zeros. In this way the momentvill be the instant in which the spikes have
been provided to the neuron. A drawback for this proposallmithatr can be a big
number and this increase the number of steps of the devidard\ahoice is to consider
amplifier modules as in Figure 5.5. The leftmost neuron re=ea spike train where
all the elements are 0's but thie— th which is 1. At the moment; only one spike is
supplied to the neuron. At + 1, one spike arrives to the postsynaptic neurons, and
each of them sends one spike to the rightmost neuron,tsa-&exactlyr spikes arrive
simultaneously to the last neuron.

These three solutions can be an alternative to the use ofdt®@n(t,,...,t,) and
deserve to be considered for further research in this topic.

Another main concept in this paper is the decay. It has stbisiggical intuition, but it
is difficult to insert into the SN P systems theory. The maasa is that if we consider
the spike as the information unit it does not make sense kaatabut a half of a spike
or a third of a spike. In that sense, the approach to decay ffrim full of sense since
one spike exists or it is lost, but its potential it is not d&xging in time.

The key point for the decay in this paper is taken from the dedimof extendedSN

P systems. In such devices, a neuron can send a differentrdmoibspikes depending
on the chosen rule. So, the information is not only encodetthértime between two
consecutive spikes, but on tiemberof spikes. This lead us to define the decay as a
decrement in the number of spikes. In this way, we can conglide a pulse between
two neurons is composed by a certain number of spikes whiohbeapartially lost
depending on the time.

a»aO

Fig. 5.5 Amplifier module
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Fig. 5.6 Including a decay neuron

In this paper, such a decay has been implemented by extetidingles with a finite
decreasing sequence which can be uniform, locally-unifornrmon uniform for the
set of rules. Other implementations are also possible.dhighthe decay can also be
implemented with an extra neuron as in Figure 5.6 which séadke final neuron a
decaying sequence of spikes.

The use of weights also deserves to be discussed. In Theoreenptovide sufficient
conditions for handling at every moment an integer numbepdfes. Nonetheless, fur-
ther questions should be considered. For example, the usgative weights or weights
greater than one. Should we consider negative weights eadiegativecontribution to
the postsynaptic potential? The use weights greater thafeads us to consider that the
contribution of one rule to the postsynaptic potentiajisater thaiits own presynaptic
potential. Can the efficiency of the synapses amplify thepidl beyond the number
of emitted spikes?

More technical questions are related to the rate of learaimg) to the algorithm of
learning. Both concepts have been directly borrowed frotifical neural networks
and need deeper study in order to adapt them to the specificésaof SN P systems.

As a final remark, we consider that this paper opens a promisiae research bridging
SN P systems and artificial neural networks without forgetthe biological inspiration
and also opens a door to applications of SN P systems.
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Complex reaction systems in molecular biology are often poged of par-

tially independent subsystems associated with the actifiexternal or internal

triggers. Occurring as random events or dedicated physigahls, triggers ef-
fect transitions from one subsystem to another which migtlt in substantial
changes of detectable behaviour. From a modelling pointesf,\those subsys-
tems typically differ in their reaction rules or principléa@peration. We propose
a formulation of trigger-based switching between modeisifa class of P sys-
tems with progression in time employing discretised mag&a kinetics. Two

examples inspired by biological phenomena illustrate tiesecutive interplay
of P systems towards structural plasticity in reaction sukvolutionary con-

struction of reaction networks and artificial chemistrieghveelf-reproducible

subunits.

1 Introduction

Structural dynamics in biological reaction networks, deown asplasticity[4,21], is

a common property of complex processes in living systemdfagid evolution. Within
the last years, its impetus for adaptation, variabilityeegence, and advancement in bi-
ology became more and more obvious. Facets of life providetagra of examples for
structural dynamics: Organisms undengetamorphosiby the physical development
of their form and metabolism. At a more specific level, syiaplasticity within central
nervous systems of animals [6] as well as photosynthesigot$[3] are characterised
by substantial structural changes of the underlying reactietworks over time, de-
pending on external or even internal signals. In case ofqsyoithesis, light-dependent
reactions differ from processes of the Calvin cycle. In oeis/ systems, presence of
neurotransmitters for longer periods effects duplicatiouliscreation of synapses. All
these and many further biological phenomena can be divitedeveral stages of func-
tion. Typically, each stage corresponds to a subsystemed fiomponents. In terms of
modelling aspects, such a subsystem is defined by a dedisated species and un-
changing reactions. Only the species concentrations waiynie or space according to
identical rules.
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Along with the development of systems biology, the inteigradf separately considered
subsystems into more general frameworks comes incregsiriglthe focus of research
to understand complex biological phenomena as a whole fbnRhis perspective,

the question arises how to assemble multiple process mastath of which captures
selected specific aspects of the overall system behaviour.

Motivated by this question, we contribute to the specifaraf a framework able to
incorporate correlated temporally “local” models whosenamical behaviour passes
over from one to the other. In this context, time- and valissite approaches promise
a high degree of flexibility in separate handling of atomigeats rather than analytical
methods since singularities caused by transition betwemfeta can affect continuous
gradients and amplify numerical deviations. We introducketerministic clas$lpaa

of P systems with strigbrioritisationof reaction rules and a principle of operation based
on discretisednass-actiorkinetics. Systems within this class enable an iterative pro
gression in time. Representing temporally local modelsh&hgical reaction systems,
they are designed to interface to each other. An overlyiagedtansition system man-
ages the structural dynamics of P systdiis a according to signals mathematically
encoded by constraints (boolean expressions). Two cadéestgain insight into the
descriptional capabilities of this framework.

Related work addresses two aspects: discretisation of ichékinetics and structural
network dynamics. On the one hand, metabolic or cell sigraP systems like [14] de-
scribe the dynamical behaviour of a fixed reaction netwodelblzon concentration gra-
dients, numerically studied in [8]. Results of [10] presamtiscretisation of Hill kinet-
ics mainly employed for gene regulatory networks. Artificaemistries were explored
in [7] along with issues of computability [13] and prioriison of reaction rules [20].
On the other hand, spatial structural dynamics in P systeasspsimarily considered
as active membranes [16, 17]. Dynamical reaction rulesababilistic P systems were
investigated in [18].

The paper is organised as follows: First we present a methodi$cretisation of mass-
action kinetics leading to P systerfigy; 4 Whose properties are discussed briefly. Sec-
tion 3 introduces a transition framework for P systems o tiass together with a de-
scription of the transition process. For demonstratiohenaical register machine with
self-reproducible components for bit storage is formuaad simulated in Section 4.
Two specialities are utilisation of a chemical clock basedno oscillating reaction net-
work and a chemical encoding of binary numbers for registettents ensuring a high
reliability in function from an engineering point of viewn ISection 5, we discuss the
transition framework for monitoring the evolutionary ctmgtion of reaction networks.
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2 Deterministic P Systems for Chemistries Based on
Mass-Action Kinetics

Multiset Prerequisites. Let A be an arbitrary set anl the set of natural numbers
including zero. A multiset overl is a mappingF’ : A — N U {cc}. F(a), also
denoted ada]r, specifies the multiplicity oa € A in F. Multisets can be writ-
ten as an elementwise enumeration of the fdim,, F'(a1)), (a2, F(az)),...} since
Y(a,b1),(a,be) € F : by = by. The support ofF, supp(F) C A, is defined by
supp(F) = {a € A| F(a) > 0}. A multiset F' over A is said to be empty iff
Va € A : F(a) = 0. The cardinality|F'| of ' over A'is |F| = ., F(a).
Let 7 and F, be multisets oved. F; is a subset ofty, denoted ady C F, iff
Va € A : (Fi(a) < Fy(a)). Multisets F; and F;, are equal iffF; C Fy A Fy C Fy.
The intersectionF; N F;, = {(a,F(a)) | a € AA F(a) = min(Fy(a), F»(a))}, the
multiset sumF, Wy = {(a, F(a)) | a € AANF(a) = Fi(a)+ F»(a)}, and the multiset
differencef; © F» = {(a,F(a)) | a € AA F(a) = max(Fi(a) — Fz(a),0)} form
multiset operations. The terfd) = {F : A — N U {oo}} describes the set of all
multisets overA.

Mass-Action Kinetics for Chemical Reactions. The dynamical behaviour of chem-
ical reaction networks is described by the species conatoiis over the time course.
According to biologically predefined motifs, a variety of dels exists to formulate the
reaction kinetics. Since most of them imply specific assiongt we restrict ourselves
to general mass-action kinetics [5]. Here, a continuousagah to express the dynam-
ical behaviour considers production and consumption rajeendv. of each species
S in order to change its concentration ﬂﬁfﬂ = v,([S]) — ve([S]). These rates re-
sult from the reactant concentrations, their stoichiorogéctorsa; ; € N (reactants),
bi,; € N (products) and kinetic constarit; € R, assigned to each reaction quantifying
its speed. For a reaction system with a total number sffecies and reactions

a1,191 + ag,152 + ...+ an,15, LN 01,151 +b2,152 + ... + 0,15,

a1,251 + a2,252 + ... 4+ an 25, L, b1,251 + b2252 + ... 4+ by 25,

a1,p51 + az pS2 + ...+ an pSy L, b1,nS1 + b2 pS2 4 ... + by p Sy,

the corresponding ordinary differential equations (ODiesid [7]:
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h n
d([i‘S;] = z:: <]%1/ : (bi,v - ai,v) : H[Sl]al‘"> with 7 = 1,....n.

v=1 =1

In order to obtain a concrete trajectory, all initial contrations[S;](0) € Ry, i =
1,...,n are allowed to be set according to the needs of the reactsirrsy

Discretisation: Corresponding P SystemdIpya. The general form of a P system
ITpya emulating the dynamical behaviour of chemical reactionesys with strictpri-
oritisationof reaction rules based on discretisedss-actiofinetics is a construct

Ipma = (V. 2, 1)1, Lo, R, K)

whereV” denotes the system alphabet containing symbol object&ulalr species) and
3} C V represents the terminal alphablt);a does not incorporate inner membranes,
so the only membrane is the skin membrare The single membrane property results
from the assumption of spatial globality in well-stirrecotion vessels. Within a single
vessel, the finite multisety, € V x (N U {co}) holds the initial configuration of the
system.

We formulate reaction rules together with their kinetic stamts by the system com-
ponentsk and K. The finite setR = {ry,...,r,} subsumes the reaction rules while
each reactionrule; € (E;) x (P;) is composed of a finite multiset of reactants (educts)
E; ¢ V x N and products’;, € V x N. Multiplicities of elements correspond with
according stoichiometric factors. Furthermore, a kinetostant;; € R, is attached

to each reaction; forming K = {k1, ..., kn}.

Since we strive for a deterministic P system, a strict ptigation among reaction rules
is introduced in order to avoid conflicts that can appearéf@imount of molecules in
the vessel is too low to satisfy all matching reactions. iis tase, running all match-
ing reactions in parallel can lead to the unwanted effedt ti@re reactant molecules
are taken from the vessel than available violating consienvaf mass. Prioritisation
provides one possible strategy to select applicable @actiles in contrast to random
decisions (introduction of stochasticity) or separatesideration of the combinato-
rial variety (nondeterministic tracing). For large amaaiof molecules in the vessel, the
strategy of conflict handling has no influence to the dynabhsigstem behaviour and can
be neglected. We define the priority of a reaction rule bynitex:ry > ro > ... > 1.

For better readability, we subsequently write a reactide ry = ({(61, ay),
o (e au)}, {(ql, b1),.., (G, bv)}) with supp(E;) = {ei, ..., e,} andsupp(P;)
= {q,...,q,} as well as kinetic constari; by using the chemical denotatiof :

ki
ay el +...+ay e, — by g +...+by q.
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Finally, the dynamical behaviour of P systems of the fdimy s is specified by an
iteration scheme updating the system configurafipat discrete points in time starting
from the initial configuration., whereas a second indéx= 1, .. ., h reflects interme-
diate phases addressing the progress in employing reaction

Lio= Ly

Lii=Lii 10 {(a {k -|Ei N {(a,00)}| -

IT  2aea (oo =00 ) | va e supp()
besupp(FE;)

A (|Lti—1 N {(c,00)} > |E; N {(c,00)}| Ve € supp(Ei))}
of (o b5+ 172 0 oo

IT Iaean oo oo |} | va e supp(r)
besupp(FE;)

A (|Lti—1 N {(c,00)}| > |E; N {(c,0)}| Ve € supp(Ei))}

Lty = Ly .

The iteration scheme modifies the system configuration bgessive application of
reaction rules according to their priority in two stageseTirst stage identifies the
reactants of a reaction. For this purpose, the required atafieach reactant molecule
a € supp(E;) is determined by the kinetic constat the stoichiometric factor of
(obtained by E; N{(a, o) }|), and the product of all discretised reactant concentnatio
Therefore, the termZ; ;1 N {(b, c0) }| describes the number of molecutesurrently
available in the vessel. Since a reaction is allowed to becemployed if and only if it
can be satisfied, the constrajiit, ;—; N {(c,00)}| > |E; N {(c,00)}| Ve € supp(E;)
checks this property. Along with removal of reactant molesimultiset difference),
corresponding product molecules are addgdt¢ obtain the intermediate configuration
L, ; after taking reactions,, . .., r; into consideration.

In order to adapt reaction rates for discretisation, pririanetic constantg; defined
in the continuous ODE approach have to be converted intoteqguarts for the discrete
iteration scheme by using the transformation
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Here,V € R, \ {0} expresses the volume of the reaction vessel while the expone
|E;| declares the sum of all stoichiometric factors of reactantaurring in reaction;.
ConstantAt € Ry \ {0} specifies the discretisation interval.

In each time step, the P systdipna generates the multiset output

Or = LiN{(w,00) | we X}

which can either be interpreted as natural numhers: |O;| over time or contribute to
the formal languagé (ITpnia) = supp (4,2, Ot) C 2.

System Classification and Properties. IIpya belongs to deterministic P systems
with symbol objects, strict prioritisation of reaction egl, and progression in time ac-
cording to mass-action kinetics that is time- and valuefgitely approximated by a

stepwise adaptation. Its principle of operation followsithea of formulating one-vessel
reaction systems together with their dynamical behaviour.

Obviously, P systemHpy 4 can emulate finite automadd. To this end, each transition

(¢,a) — ¢ is transformed into a reactiopn+ a RN q' + a. Taking all final states as
terminal alphabetl (TTpypa ) = 0 iff L(M) = 0 holds.

From the perspective of computational completeness, Rmygdipy\ 4 as defined be-
fore cannot reach Turing universality: Although systemf@urations might represent
any natural number, we need to define an explicit control raedm able to address
dedicated items (configuration components) for arbitragrementation, decrementa-
tion, and comparison to zero. Due to definition of mass-ackimetics, the number
of molecules processed within one application of a reaatite depends on the total
amount of these molecules in the whole system. It seemsehation rules should be
variableduring system evolution in order to enable enough flexipitlowing dynam-
ical changes of kinetic constants or stoichiometric faxtdong with addition/deletion
of reactions provides this flexibility, see Section 4.

3 Transitions between P Systems IIpya

In this section, we describe a framework enabling trans&tibetween deterministic P
systemsllpya ON the fly. Initiated by an external trigger at a defined poimtiine,

a transition manages three switching activities: Firdihye running system stops its
evolution. Secondly, the (only) resulting configurationtiét system is mapped into
the initial configuration of the subsequent system. Thituighes integration of possibly
new species together with their initial number of copiesiptd the vessel as well as
removal of vanished species iff specified. Reaction® iand kinetic parameters i’
are replaced. Thirdly, the subsequent system is set intaope.
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For formulation of the transition framework, we utilistate transition systenj39]
denoted as construgt = (Q, T, I, A, F) with a setQ of states (not necessarily finite
but enumerable), an alphabigtof input symbols, a sef C @ of initial states, the
transition relationA C Q x T' x @, and a sefF' C (@ of final states. In general, state
transition systems are known to be nondeterministic ahgwnultiple transitions. For
our objective, we arrange the components as follows:

Q={IR | GeAHA(ACN)}
TC{(t=7)|(reB)A(BCN)}U
{([a] CMPk) | (CMP € {<,<,=,#4,>>DA(k e N) A (a € VI A
(H%)AA — (V(j),Z(j), [1]1,L((]j),R(j),K(j)) ceQ)N(je A}

While each state i) is represented by a dedicated P sysiépqa, the input alphabet
T contains a number of constraints (triggering events) wétherd to progress in oper-
ation time(¢ = 1) or achievement of designated molecular amoyptsCMP x). We
assume that these constraints are related to the P syst@raurrently in operation.

Each transitiod1), , +% 1LY, € A fromT1Y),, = (V@) 50 ]y, LY R®),

KW) to H%I)A = (V) s ]y, L™ R™ | K(m) triggered byc € T allows
addition of new species to system alphabétd andx (7). Here, added species form
setsAdditionalSpeciesV (; ..,y and AdditionalSpeciesX; ,y With Additional

SpeciesV ;) N V@) =g and AdditionalSpecies X ) M ¥ U) = (. Furthermore, a
species: is allowed to vanish if and only [i:] = 0. Corresponding setBanishedSpecies
Vijm) C VY and VanishedSpeciesS ;) C ) contain vanishing species. Within a
transitionﬂglf/[ N Hg’;} A» New reactions might appear restricted to reactants ara} pro
ucts available iV (™), New reactions; € (V™) xN)x (V™) xN) with unique priority
indexi become accumulated by the multisédditionalReactions ;) together with
assigned Kinetic constanits € R ; subsumed in the sétarsAdditional Reactions ;. ).
Accordingly, we consider vanishing reactions present ittiset Vanished Reactions ;)
and their kinetic parameters storedRars VanishedReactions ; ,,,y). The scheme

vim =y y AdditionalSpeciesV (; .,y \ VanishedSpeciesV ; ..,y

»m = n0y AdditionalSpecies¥ ;) \ VanishedSpecies¥j )

L(()m) = ng) W {(a,0) | a € AdditionalSpeciesV ;. }

R(™ = RU) AdditionalReactions ;) © VanishedReactions j )

Km = gU)y ParsAdditionalReactions j ) \ ParsVanishedReactions (j )

decomposes the P system transition into all single compgenéfter performing the
transition, the obtained systefi{%), includes reaction®(™ = {r; | (i € A) A (A C
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N)} and corresponding kinetic parameté§™ = {k; | (i € A) A (A C N)} where
A'is an arbitrary finite subset of natural numbers. In orderr&sprve the strict prioriti-
sation among reaction rules, pairwise distinctive indexa® required in each set.

4 Chemical Register Machines with Self-Reproducible
Components

In the first example, we apply transitions between P systenfierimulate a chemical
register machine on binary numbers with self-reproductioleponents for bit storage
units. Each time new storing capacity within a register iedel, a specific reaction
subsystem for that purpose is added. A strict modularigatiothe reaction network
forming bit storage units (chemical implementation of reasiave flip-flops) facil-
itates the system design towards achieving computatioorabpéeteness. A chemical
representation of binary numbers noticeably increasesdiiability of operation from
an engineering point of view.

Register Machines on Binary Numbers. A register machine on binary numbers is
atupleM = (R, L, P,#,) consisting of the finite set of registe®= {Ry,..., Ry}
each with binary representation of a natural numiRgre {0,1}*, a finite set of jump
labels (addressed) = {#o,...,#n}, a finite setP of instructions, and the jump
label of the initial instruction#, € L. Available instructions are#; : INC Ry, #;
(increment registeR;, and jump to#;), #; : DEC Ry, #; (nonnegatively decrement
registerR;, and jump to#;), #; : IFZ Ry, #; #, (if R, = 0 then jump to#;
else jump to#,), and#,; HALT (terminate program and output register contents). We
assume a pre-initialisation of input and auxiliary registat start with input data or
zero. Furthermore, a deterministic principle of operatiexpressed by unique usage of
instruction labelsYp,g € Pl (p=#i:v)A(g=#, : w) A (i # )V (v =w)), s
supposed.

Chemical Encoding of Binary Values. Each boolean variable € {0, 1} is repre-
sented by two correlated speci&d and X I with complement concentration¥ ] €
R, and[X ] € R, suchthafXT]+[X¥] = cholds withc = const.The boolean value
of the variabler is determined whenever one of the following conditions Ilfed: The
inequality[ X[ [X ] indicates “false” ¢ = 0) and[X ][ [XT] “true” (z = 1). In case
of none of these strong inequalities holds (6§7] = 0.6c and[X ] = 0.4¢), the
system would consider the variabtgo be in both states.

A Chemical Clock by Extending an Oscillating Reaction Netwok. A chemical im-

plementation of a clock is necessary in order to synchrahiseegister machine instruc-
tion processing. Positive edges of clock signals can triggero-operations like register
increment or jump to the next machine instruction. In oumatoal machine model, an
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nonoverlapping clock

cycle offset between
Ci1 and C2

'
'

' 01 T F Kmo x)Fi:l,...,3 !
: 6 50 100 150 200 250 300 OIF +20|T Kmo it maintaining
' Time scale OFf +207 "2 307 reactions !

Fig. 4.1 Generation of chemical clock signal€'i], [C2] (right) by cascadisation of toggle
switches (left)

extended oscillating reaction network provides all cloigoals. As preferred network
template for permanent oscillation, we adopt the well-s&ddBelousov-Zhabotinsky
reaction [2,22] depicted in the upper-left part of Figuré whose dynamical behaviour
results in periodic peak-shaped signals. By using a casaadewnstream switching
and maintaining reactions, we extend that primary osoitldn this way, a normali-
sation with respect to signal shape and concentration eaias be reached. Our idea
employs both converse output signal$ andO! of the previous cascade stage as trig-
gers for a subsequent chemical toggle switch. Thus, higH@amdoncentration levels
are more and more precisely separated over the time courdeha switching delay
in between becomes shortened, see lower-left parts of &igur. After three cascade
stages, the quality of the chemical clock signal turns obetsuitable for our purposes.

For technical reasons (two-phase register machine ingiruprocessing), two offset
clocks with designated output speci®s andC, are employed. Owning the same net-
work structure, they only differ in the time point when comiimto operation caused by
individual initialisations (species producing clock sim Ci: [0501](0) =2,

[0 ¢,1(0) = 1; corresponding species for clock signéls [Of ,](0) = 0, [Of ,](0) =
0; species with identical initial concentration®; ¢ |(0) = 3, [P,c](0) = 1, [W¢](0) =
0,[0{)(0) = 1,[0]:](0) = 0),i € {1,2,3},C € {C1,Cs}). C1 andCs provide
nonoverlapping clock signals whose offset constitutes@pmately one half of the
clock cycle, see Figure 4.1 right.
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Constructing Master-Slave Flip-Flops and Binary Registes. We introduce a reac-
tion network that mimics a master-slave flip-flop (MSFF) lshea the aforementioned
chemical clocks and bit manipulating reaction motifs. Miwer, a chain of MSFFs
forms a registeRy, (h € {1, ..., |R|}) with bitwise extendable initial length of one bit.
In operation, it processes binary numbersb;, by, —1 . .. baby with b, € {0,1}. Fur-

thermore, each register is equipped with predefined triggeorder to carry out micro-

operations “increment”, “nonnegative decrement”, andmiparison to zero”, each of
which is processed within one clock cycle.

Within a MSFF, bit setting is coupled to specific edges of tleelcsignal in order to
prevent premature switches. In our MSFF implementationsditing consists of two
phases (master and slave part). Within the master partcalbibe preset using specific
master specied/” and M co-triggered by positive edges of the clock siga3l,
while the subsequent slave part finalises the setting byduting the preset bit from
the master species to the correlated slave speédieendS* triggered by positive edges
of the offset clock signal’s. A subnetwork consisting of eight switching reactions (see
darkest grey highlighted boxes within each MSFF in Figug) dovers this task.

With regard to the functionality of a register machine, ausstce of interconnected
MSFFs represents a register. Interconnections betweghln@iired MSFFs reflect the
capability of incrementing and decrementing register eott. In case of incrementa-
tion, designated trigger moleculéd'C effect a successive bit flipping: Starting from
the least significant bib;, “1” is consecutively converted into0" until “ 0" appears
first time which is finally converted intol”. Intermediate carry speciel! act as for-
warding triggers between consecutive bits, see Figurd#tlze most significant bib;,

is reached increasing the concentration of carry speEj@ssix new specieMl{H,
MFE . SE L SE L FPL L andF] | are added to the reaction system together with
the corresponding set of reactions forming the subnetworkrfanaging bibt;, 1 in-
cluding update of\//" , andM," , within reactions performing comparison to zero,
see Figure 4.2.

Decrementation is organised in a similar way using inilr'iggersDEC{L and inter-
mediate molecules of carry speciEéT In order to achieve nonnegative processing, a
speciest! indicating equality to zero, set by a satellite network vergs decremen-
tation of binary stringd) . ..0. Figure 4.2 shows the reaction network structure of a
register whose specids], F;’, M !, M1, S¥', andS are specific with respect to both
register identifierh and bit positiorn/;, within the register. Any comparison to zero is
done by a satellite network which uses presence of any spétiewith x = 1,..., 1

as triggers in order to flip an equality indicator bi(speciest! and E}’) onto “0”,
while all species\/F with x = 1,...,1;, are needed for flipping ontal”, respectively.
The indicatore can be used for program control, see next section. As a fuloyy@od-

uct of each micro-operation on a register, molecules of thef#; € L encoding the
jump label of the subsequent machine instruction are retbas
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1st clock cycle 2nd clock cycle 3rd clock cycle 4th clock cycle
\ [ \
Cy
° 1
1
\ kS )
k

register Ry
register Ry
Fig. 4.3 Example of the chemical program control for reg-
ister machine M = ({Ra}, {#o0, ..., #s}, P, #o0) with

P = {#0 : INC Rl #1, #1 :IFZ R1 #2 3'%&37 #2 . HALT7 #5 : DEC Rl #1}

Implementing a Chemical Program Control. A sequence of reactions directly de-
rived from the given progran® of the underlying register maching = (R, L, P, #¢)
carries out the program control as follows: For each jumglap; € L we introduce a
dedicatedabel speciegt; with initial concentration$#](0) = 1 and[#.](0) = 0 for

% € {1,...,|L|—1}. Accordingly, a set oinstruction speciek, € {INCY, DEC, | Vh

e {1,...,|R|} AVj € {0,...,|L| = 1}} U{IFZ}? | Vh € {1,...,|R|} AVj,q €
{0,...,|L| —1}}U{HALT?} is created with initial concentratidd, ](0) = 0. Further-
more, for each instruction i? a network motif consisting of arogram-control reaction
with kinetic constank,, < ks and a consecutivigypass reactiowith ky, < k is defined.
Following the two-phase structure of a register machingursion, these reactions first
consume its incipient label species, then produce the gporeding instruction species
as an intermediate product and finally convert it into thelapecies of the subsequent
instruction if available. In order to strictly sequentsadithe execution of instructions
according to the program?, clock specie€’; andC> with offset concentration course
provided by both oscillators trigger program-control arygpéass reactions alternating as
catalysts.

The set of reactions for each type of register machine iostrm is defined as follows:

instruction reactions
#i 1 INC Ry, #; B4 Cy 2 INCY 4 Cy
INCI+C B i +04
#i: DEC Ry #; #i+Cy 2 DECI + Gy
DECS +Cy 2 %40y
#:: IFZ Ry 45 #q Bt Co % IFZLT 4 Cy
IFZI+ Bf +C1 =5 #,+ Bl + O
IF73 + EF +Cy 2 #,+ EF + O
#,; : HALT 4+ Cy P HALT + G
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Instruction species of the forrfNC{L act as triggers for incrementing the contents of
registerR,;, done within its reaction network part, see Figure 4.2. HéPéCi is con-
verted into the byproduct; that provides the label species of the subsequent instruc-
tion. Accordingly, speciesDEC{L initiate a set of reactions decrementing regifter
nonnegatively. Instruction species of the foﬂzﬂZ{;q utilise a reaction network mod-
ule attached to registdt,, that releases two specié¥ and E}" whose concentrations
indicate whether or noR;, = 0. Instruction species of the forfivC,, DECY,, and
IFZ{L"’ react into the corresponding label speciesand+#,. Since there is no reaction
with instruction species/ALT as reactant, the program stops in this case. Figure 4.3
illustrates an example of a chemical program control thsa gives an overview about
the interplay of all predefined modules.

Although instruction species are consumed within registedules, this process could
be too slow in a way that a significant concentration of arrirtston species outlasts the
clock cycle. This unwanted effect is eliminated by bypas&tiens running in parallel
to the designated register operation.

Case Study: Integer Addition. A chemistry processin®s := Ry + R1; R := 0

including previous register initialisatiofR1, R2) := (2, 1) on extendable bit word reg-
isters emulates a case study of the integer additton 1” whose dynamical behaviour
usingks = 3, km = 1, kmo = 3, kn = 0.5, kp, = 1 is shown in Figure 4.4 (upper part).

Starting with empty one-bit chemical registdks = 0 andR, = 0, the primary P
systeml'IgRI A IS setinto operation. Along with the second incrementatibR;, con-
centration of the carry speciééﬁ 1 becomes> 0 initiating the first P system transition
into HS&I A, See Figure 4.4 (lower part). This system contains additispecies and
reactions (according to Figure 4.2) to enlarge regiRtgonto two bits. FouC; clock
cycles later, carry specidg{ 1 reaches a positive concentration transfornﬂiﬁl@[ A into

Hg\)ﬂ A by extending the chemical registgs from one into two bit storage capacity.

All simulations of the dynamical register machine behavimere carried out using
CellDesigner version 3.5.2, an open source software packagcademic use [9]. The
register machine (available from the authors upon requesss)implemented in SBML

(Systems Biology Markup Language) [11], a file format showrbe suitable for P

systems representation [15].

5 Evolutionary Construction of Reaction Networks

Artificial evolution of reaction networks towards a desirgghamical behaviour is a
powerful tool to automatically devise complex systems bégpaf computational tasks.
We have designed and implemented a software (SBMLevoli&) fpr evolutionary
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Fig. 5.5 Part of a state transition system sketching the trace of tiirce structural evolution
towards a reaction network for addition of two numbers gigsnnitial concentrations of species
Inputl andInput2. In the SBMLevolver, each network passes a separate supptany param-
eter fitting (optimisation) of kinetic constants (not shgwn

construction of single-compartmental biological modeligten in SBML. The SBMLe-
volver enables both, structural evolution (operatorsigldeleting species, adding/de-
leting reactions, connection/disconnection of a spec#soin a reaction, species du-
plication) and network parameter fitting (adaptation ofdtia constants). Each reaction
network generated within the process of artificial evolnfiorms a P system of the class
IIpma . Evolutionary operators become activated randomly aferedicated period for
running a reaction network. When we understand evolutipoperators as (state) tran-
sitions between P systems, the arising phylogenetic giapto(y of artificial evolution)

is related to the corresponding state transition systeraBse state transitions between
P systems are not necessarily deterministic, the phyldgeg@ph may have multiple
branches. An example in Figure 5.5 shows P system transitiketching an artificial
evolution process towards a reaction network for additibtwe numbers. In this pro-
cedure, selection can be incorporated by a network evaluatieasure to be included
as a component diipya.

6 Conclusions

Formalisation of complex biological or chemical systemtwstructural dynamics within
their reaction rules can contribute to explore the potémtigheir functionality as a

whole. From the modelling point of view, coordination of teamally local subsystem
descriptions in terms of well-defined interfaces might behallenging task since it
requires a homogeneous approach. The P systems framevheneitly suits here be-
cause of its discrete manner and its ability to combine bffie levels of abstraction.
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We have shown a first idea for arranging previously separatsystems into a com-
mon temporal framework. In our approach, transitions betwsubsystems have been
initiated by constraints denoted as boolean expressidreyefore, we allow for evalu-
ation of internal signals (molecular amount) as well as mksignals (time provided
by a global clock). Beyond computational completenesslj@dmn scenarios are seen
in systems and synthetic biology. Further work will be disgtto comprise P systems
of different classes and with compartmental structures@ntommon transition frame-
work.
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We present a new model for simulating Fas-induced apoptokib/-1-infected
CD4+ T cells. Moreover, the reactivation of latently infedtcells is explored.
The work, an extension of our previous modeling efforts,his first attempt
in systems biology for modeling the Fas pathway in the I&enfected cells.
These enigmatic cells are considered the last barrier irlih@nation of HIV
infection. In building the model, we gathered what reactates and initial con-
ditions are available from the literature. For the unknowmnstants, we fit the
model to the available information on the observed effettsly-1 proteins in
activated CD4+ T cells. We provide results, using the Noaaheinistic Waiting
Time (NWT) algorithm, from the model, simulating the infieet of activated
CD4+ T cells as well as the reactivation of a latently infdatells. These two
model versions are distinct with respect to the initial ddods — multiplicities
and locations of proteins at the beginning of the simulation

1 Introduction

1.1 Motivation for Study The human immunodeficiency virus (HIV) is remarkable
for several reasons: (1) it predominanthfects immune system cells(2) shows a
high genetic variation throughout the infection in a single individual due to thghi
error rate in the reverse transcription; (3)rduces apoptosisor cellular suicide, in
the “healthy” (bystander) immune cells; and (4) normal inmawsystem function can
cause some HIV-infected T cells to becolagent, entering a reversibly nonproductive
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state of infection. Since the latent cells are transcriglly silent, they are virtually
indistinguishable from the uninfected cells. Also, the fi@mof latently infected cells
is relatively small, around 3% of the T cells, which makes éxperimental study of
these cells difficult — current technology in biochemiseyguires large numbers of the
molecules/cells to be studied. It is widely believed tha ldtently infected CD4+ T
cells represent the last barrier to an HIV cure. The currapep represents an initial
modeling effort for the apoptosis (programmed cell deathai@ntly infected T cells.

We will focus on the apoptotic modeling (reason 3), since he avenue through which
the virus destroys the effectiveness of the host's immustesy. We will base our model
on the previous modeling work of [21], using the simulatieafhinique reported in [23].
Furthermore, in order to make the modeling effort easier @nel to the high genetic
variability (reason 2) of the viral genome, we will combireveral similar processes
together into single reactions. The kinetic constantstentew reactions, modeling the
biochemical interactions involving viral proteins withethost cell, will be obtained by
fitting the model to reported experiments on the infectedhlaient cells. Finally, we
will simulate the latent cells (immediately after they aeactivated) by adjusting the
appropriate initial conditions of the system.

1.2 AIDS Pathogenesis As far as we know, this paper reports the first attempt at
modeling the Fas-mediated apoptotic signaling pathwagactivated latently infected
CD4+T cells. Although there are two strains of HIV, type 1 &yyk 2, we are interested

in HIV-1, since it is more virulent and transmissive [37].\H1 is called a global pan-
demic by the World Health Organization (WHO). Since its digery over two decades
ago, the virus has been the target of aggressive researchyétna cure — complete
eradication of the viral infection — remains out of reachcéiding to statistics from
the WHO, there wer83.2 million people living with HIV in 2007 2.5 million newly
infected individuals, and.1 million AIDS deaths [47].

The pathogenesis of AIDS is attributed to the depletion eftthst's CD4+ T cells, the
loss of which results in a dysfunctional immune system. €l al. in [15] concluded
that HIV-1 infection causes death predominantly in bysent cells. These healthy,
uninfected cells are marked for destruction by the neigimgoHIV-1-infected cells.
The mechanism of the bystander cell death was shown to bei@gi®pProteins en-
coded by the HIV-1 genome exhibit anti- and pro-apoptoticawéor on infected and
bystander cells, enhancing or inhibiting a cell’s abilibyundergo apoptosis. There are
numerous drugs available for limiting the impact of HIV-1 tre immune system; the
most successful approach, highly active anti-retrovinakapy (HAART), is a combi-
nation of several types of drugs, targeting different med$ras of HIV-1 infection and
proliferation.

Although HAART has proven to be effective in the reductiorebmination of viremia
[34], itis ineffective in the complete eradication of theatiinfection. Latent reservoirs
of HIV-1 have been detected in HIV-1-infected patients [g, Latently infected cells
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are relatively rare — about in 10° resting T cells [10]. However, they are considered
to be the largest obstacle in combating HIV-1 infection [@&,44]. Understanding the
mechanisms behind HIV-1 latency is a focal point for curraidS-related research
(for a recent review on latency see [19]).

There are two types of latency described in the literatukee first, preintegration la-
tency, refers to resting T cells containing unintegrated-HIDNA. Since the uninte-
grated HIV-1 DNA is labile and reverse transcription of HIVRNA is slow (on the
order of days) [35, 50, 51, 53], it is believed that patienthweduced viremia after
several months of HAART therapy do not have resting T celthwnintegrated HIV-1
DNA [7]. However, resting T cells with stably integrated HIVDNA can provide a
reservoir for viral reproduction for years [16]. These me®sé@s are the result of acti-
vated HIV-1-infected T cells that have returned to a quiatstate. Due to their long
lifespan, we have chosen to model the apoptotic events dliatvthe reactivation of
a postintegration latently infected CD4+ T cell. N.B., faetremainder of the paper,
when use the term latent, we are referring to the postintegréatency.

We have previously reported our results [23] from simulgtihe Fas-mediated apop-
totic signaling cascade, based on information for the Jufkeell line [21]. In [23],
we provided an exhaustive study on the feasibility of our deterministic Waiting
Time (NWT) algorithm, comparing our results to an estatdislordinary differential
equations (ODEs) technique [21]. We have extended the Faglriacorporating the
effects HIV-1 proteins have on the pathway.

In Section 2, we provide a brief summary of our simulatiorht@que. Section 3 dis-
cusses the background information on the Fas pathway anelHiNdteins necessary
to understanding our model. Section 4 contains the restiltsiosimulations. Finally,
Section 5 is a discussion of issues revolving around mogetin/-1 protein activity
and future research plans for our group.

2 The NWT Algorithm

We refer the interested reader to [23], where we gave a @etdiéscription of the NWT
algorithm. We will now highlight the key aspects of our sirtihn technique.

The NWT algorithm is a Membrane Systems implementation revttee alphabet of the
system is defined as proteins, and the rules are the reagtivwiging the proteins. The
algorithm is mesoscopic, since individual molecules arplegyed instead of molecular
concentrations. This allows us to discretely interpretetelution of the intracellular

molecular dynamics. We have argued in [23] that our dis¢cmdadeterministic algo-
rithm may outperform other continuous methods — for examPIeE simulations — in

situations of low molecular multiplicity.

All of the reactions within the system obey the Law of Massiéwtt- i.e., the amount
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of time required for any given reaction to occur is directtgjportional to the number of
reactant molecules present in the system. The Law of Madgsm\ist used to calculate
a waiting time (WT) for each reaction, indicating the nextaeence of the reaction.
These values are based on kinetic constants and are deigicninthe nondetermin-
ism in our algorithm stems from reaction competition ovev lmolecular multiplicity.
Our NWT algorithm is different than the Gillespie algoritijf¥, 18], where stochastic
values are generated to govern the reaction rates. We veélthes NWT algorithm to
explore the effects of HIV-1 proteins on the Fas-mediatgdaling cascade.

3 The Model

3.3 Fas-Mediated Apoptosis We have explored the literature pertaining to the ef-
fects of HIV-1 proteins on apoptosis: see [2,38,41] foregs on HIV-1-related CD4+

T cell death. There are several distinct death receptorghylipon activation of the
cell, can lead to cellular apoptosis through a tightly reg¢edl molecular signaling cas-
cade [3]. In this paper, our concern is the Fas pathway. Asrteg in [22] and [36],
understanding the complex signaling cascade of Fas-needigtoptosis can be benefi-
cial in developing remedies for cancer and autoimmune desst

In [40], the authors describe two signaling pathways forFa&sliated apoptosis: type |
and type Il. Both pathways begin with the Fas ligand bindmthe Fas receptor (also
called CD95) on the cell membrane. This results in a conftional change at the
receptor, producing a complex, Fasc. The cytoplasmic domifaihis complex recruits
Fas-associated death domain (FADD). A maximum of three FAD@ecules can be
recruited to each Fasc molecule. Once FADD is bound to Fessp&3e 8 and FLIP are
recruited competitively. Although three molecules of Gasp8 can be recruited to each
Fasc-FADD binding, only two are required to create the dir@aspaseg"“, which is
released into the cytoplasm. The cytoplasmic Cass§‘§eis then phosphorylated into
active form (Caspase 8*). The binding of FLIP to Fasc inlsilaipoptosis, because it
reduces the ability of Caspase 8 to become activated — L&, €an occupy binding
sites necessary for creation of Caspae .

Unless sufficiently inhibited, the Fas signaling cascad#inaes in the type | or type
Il pathway. For sufficiently large Caspase 8 initial concatibn, Caspase 3 is directly
phosphorylated by the Caspase 8*. This is the type | pathizéye number of Cas-

pase 8 molecules is insufficient to induce Caspase 3 activdirectly, then the type I

pathway is initiated. Caspase 8* truncates the Bid prot&idl. The tBid protein can

then bind to two molecules of Bax. The complex formed by tlngling leads to the re-

lease of Cytochrome c¢ from the mitochondria. Once it is tizoeted to the cytoplasm,
Cytochrome c binds to Apaf and ATP, forming a complex that iamuit and activate

Caspase 9 (Caspase 9*). The activated Caspase 9* procescts/aie Caspase 3. We
consider the activation of Caspase 3 to be the end of the Isigneascade, since its
active form signals DNA fragmentation [28].
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In [23], we modeled both the type | and type Il Fas-inducedpaptic signaling path-
ways. In the next section, we discuss HIV-1 infection anéfiscts on the Fas signaling
cascade.

3.4 HIV-1 Infection The mechanisms behind HIV-1 infection of CD4+ T cells are
well understood. A spike on the virus, the gp120 envelopeapyotein, binds to the
CD4 receptor of the target cell and, in conjunction with sdisent binding to a core-
ceptor (CCR5 or CXCRA4), a path is opened for the virus to insccontents into the
cell [8,48]. Reverse transcriptase creates cDNA from th& HRNA and the genome
of the virus is implanted into the cell’s own DNA for futurequuction. During this
time, the immune system fails to detect and destroy the tefecell.

There is still some debate about the effects of HIV-1 pra&ein cellular signaling net-
works; however, we have pooled the collective knowledgédefitiological community
in order to categorize and model the described functionsagbus HIV proteins. For
an illustration of the Fas pathway and the involvement ofHli¢ proteins we refer the
reader to Fig. 3.1.

Upon infection, the contents of the virion (e.g., Vpr, HIVopgase (HIV,), reverse
transcriptase (RT), and HIV RNA (HI¥xy 1)) are released into the cytoplasm [6]. In the
newly infected, activated CD4+ T cell the HR% 4 is converted to cDNA (HIVpy 4)

by the reverse transcriptase about five hours post-infe¢#b]. The HIV,.py 4 is then
integrated into the host's genome with the help of the vindégrase approximately
one hour later [14]. These rules are shown in Table 3.1. Foconvenience, we have
labeled the integrated HIV genome B9V, in our rules.H IV g is the basis for
interactions involving the HIV long terminal repeat; in omnodel, it is a necessary
component for all reactions pertaining to HIV-1 protein gwiation.

After integration of the viral DNA, gene expression of HIVgbeins becomes possible.
The nuclear factor of activated T cells (NFAT) and NB-have been shown to play
important roles in HIV gene expression [26, 30]. In a resi@4+ T cell, NFxB is
sequestered in the cytoplasm by its inhibit@Bl Following cellular activation, NFB

is released by its inhibitor, which allows it to relocate i@ hucleus where it can bind to
the HIV. . Also following T cell activation, NFAT, located in the cyatasm of resting
CD4+ T cells, undergoes dephosphorylation and translacdt the nucleus where it
can bind to the HIVV. - [26]. Once NFxB and NFAT are translocated to the nucleus,
they can bind to the HIYrr, combining their efforts to synergistically enhance the
promoter activity. Moreover, [26] shows that the combinffdas of Tat, NFxB and
NFAT is much stronger than the pairings of Tat and ME-or Tat and NFAT. In our
model, we have combined the roles of MB-and NFAT. Hence, the translocation and
binding rules for NFAT (and NF:B) are shown in Table 3.1.

Multiply spliced (MS) HIV-1 mRNAs — responsible for Tat/Revotein creation — are
detectable in resting CD4+ T cells [27]. However, due to thefficient export of the
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Table 3.1 A list of the reactions involving effects of HIV-1 proteinghich were added to the
existing Fas model [21, 23]. See Appendix A for the complistedf reactions.

Reaction Reaction Rate
1:HIVrnya + RT—HIV.pna + RT ka1
2:HIV.pna — HIVepna (nuclear import) koo
3:HIVepna — HIVLrR koo
4: NFAT — NFAT (nuclear import) kos
5: CDK9 — CDK9 (nuclear import) koy
6: CyclinT1 + CDK9— PTEFb kos
7: NFAT + HIVLrr — HIV L7 r:NFAT kog
8: HIV L7 r:NFAT + Tat — HIV Lrr:NFAT: Tat ko7
9: HIVLrr:NFAT:Tat + PTEFb— HIV L7 r:NFAT:Tat:PTEFb kog
10: HIVrrr — HIVLrr + MRNAT,: kag
11: HIVLrr — HIV LR + MRNAy kag
12:HWVrrr — HIV LR + MRNAL v, kog
13: HVrrr — HIV LR + MRNAN.f kog
14: HIVL 7 r:NFAT — HIV L7r:NFAT + MRNA7,+ k3o
15: HIVL7r:NFAT — HIV L7 r:NFAT + MRNAy . k3o
16: HIVLrrINFAT — HIV Lrr:NFAT + MRNAg v, k3o
17: HIVL7r:NFAT — HIV L7 r:NFAT + MRNAy ¢ k3o
18: HIVLrr:NFAT:Tat — HIV L r:NFAT: Tat + MRNAr,: k31
19: HIVLrr:NFAT:Tat — HIV L7 r:NFAT:Tat + mMRNAy ;. k31
20: HIVLrr:NFAT:Tat — HIV Lrr:NFAT.Tat + mMRNAy v, k31
21: HIVLrr:NFAT:Tat — HIV L7 r:NFAT:Tat + mMRNAy. s k31
22: HIVLrr:NFAT:Tat:PTEFb— HIV L7 r:NFAT: Tat:PTEFb + mRNAv.. k3o
23: HIVLrr:NFAT:Tat:PTEFb— HIV L7 r:NFAT:Tat:PTEFb + mMRNAr,, k3o
24: HIVLrr:NFAT:Tat:PTEFb— HIV L7r:NFAT.Tat:PTEFb + MRNA;rv,,. k3o
25: HIVLrr:NFAT: Tat:PTEFb— HIV L7 r:NFAT:Tat:PTEFb + mMRNAy. ¢ k3o
26: MRNArq.: — MRNAr,; (nuclear export) k33
27: MRNAxe; — MRNAy.; (nuclear export) k33
28: MRNAy, — mMRNAy ;- (nuclear export) k33
29: mRNAy; v, — MRNA# v, (nuclear export) k33
30: MRNArq.; — MRNAz,; + Tat k3a
31: MRNAy.s — MRNAy. 5 + Nef k3a
32: MRNAy ,» — MRNAy - + Vpr ksq
33: MRNAy v, — MRNAx v, + HIV,, k34
34: mRNAr,; — degraded k3s
35: MRNAy.; — degraded k3s
36: MRNAy,, — degraded kss
37: MRNAy; v, — degraded kss
38: Tat= Tat (nuclear import/export) kssf, k3sr
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Type | Pathway

Type | Pathway

Fig. 3.1 A picture of the model for HIV-1 protein effects on Fas signgl The activation of Cas-
pase 3 is the end of the signaling cascade — irrevocably keecksll death. The type | pathway
involves direct activation of Caspase 3 by Caspase 8*. Tjpe llypathway requires signal ampli-
fication by way of the mitochondria, resulting in the activatof Caspase 3 by Caspase 9*. The
HIV-1 Tat protein upregulates inactive Caspase 8 and Bbl2jt can also downregulate Bcl-2.
Vpr upregulates Bcl-2 and downregulates Bax. HIV Proteaseateave Bcl-2 into an inactive
form and it can also cleave Caspase 8 into active Caspasealyi-Nef protein upregulates Fas
ligand and Fas receptor.

MRNA transcripts to the cytosol, Tat and Rev proteins areetextable in the latent
cells. Activation of these latent cells leads to productibmat and Rev, and subsequent
upregulation of all HIV-1 proteins. In order for the infedteells to create HIV proteins
other than Tat and Rev, the transcriptional elongation éediby Tat and the efficient
nuclear export of MS HIV-1 RNAs by Rev are required. Our lail model, beginning
with cellular activation, initially allows for inefficientreation of Tat proteins. We chose
not to model Rev, since it has no known Fas apoptotic fungtisexporting functions
are incorporated into the kinetic constants governing mRidAslocation. Once Tat is
located in the nucleus, it requires the help of two othergins provided by the host
cell: CyclinT1 and CDKO9.
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39: Tat— Tat + Casp8 k37
40: Tat— Tat + Bcl2 k3s
41: Tat— FasL + Tat k39
42: Tat + Bcl2— Tat kao
43: Vpr + Bax— Vpr ka2
44: Vpr + Bcl2— Vpr:Bcl2 ka3
45: Vpr:Bcl2— Vpr + Bcl2 kaa
46: Vpr + PTPC— Vpr:PTPC ka5
47: Vpr:PTPC + Cyto.e— Cyto.C'+ Vpr:PTPC  kyg
48: HIV,, + Casp8— HIV,,. + Casp8 ka7
49: HIV,,,. + Bcl2 — HIV,,. ks
50: Nef — Nef + Fas k4o
51: Nef— Nef + FasL kso
52: FasL— FasL (to cell surface) ks1

In an inactivated cell, CyclinT1 and CDK9 are sequestergbercytoplasm [31]. Upon

T cell activation, they are relocated to the nucleus. Cydimnd CDK9 combine to

make up the positive-acting transcription elongation dag¢P-TEFb) complex. The

binding of P-TEFb and Tat at the H}\f z allows the hyperphosphorylation of RNA
polymerase Il (RNAPII), resulting in increased transddpal elongation. The translo-
cation and binding rules for CyclinT1, CDK9 and Tat are folized in Table 3.1. The

transcription, translocation, and translation rules lairay HIV-1 mRNA molecules are

also summarized in Table 3.1.

3.5 HIV-1-Related Effects on the Fas Pathway Aside from its role in transcrip-
tional elongation, the Tat protein is responsible for batt+ @nd anti-apoptotic behav-
ior. In [4], the authors demonstrated that increased Tatesgion causes upregulation
of inactive Caspase 8. Also, Tat has been associated witdawaregulation of Bcl-
2 [41]. Given the pro- and anti-apoptotic duties of Caspas@@Bcl-2, respectively,
it appears that a cell with high levels of Tat has increasestestibility to apopto-
sis. Conversely, [15] claims that Tat upregulates Bcl-2uléng in decreased apoptotic
rates of cells. Tat has also been implicated in the upreigulaf Fas ligand on the cell
surface [4, 49], which may effect the cell through autocrsngnaling. The anti- and
pro-apoptotic rules for Tat are found in Table 3.1.

The HIV-1 Vpr has been shown to both enhance and inhibit tiseskgmaling cascade.
Upon infection, the-700 molecules of Vpr in the virion are injected into the cylagm

of the cell [6]. At low levels, Vpr has been shown to prohilpbgtosis by upregulating
Bcl-2 and downregulating Bax [12]. However, higher concatitns of Vpr affects the
mitochondrial membrane permeability via interactiondwifie permeability transition
pore complex (PTPC), resulting in the release of Cytochroingo the cytoplasm [24].
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In the same paper, the authors also demonstrated that Bafinbibit the effects of
Vpr on the PTPC. The various apoptotic roles of Vpr we defin€aible 3.1.

Another protein packaged in HIV-1 virions, HJY, plays an important role in the Fas
pathway. The HIV,. has been shown to cleave Bcl-2 into a deactivated statedide

it also cleaves Caspase 8 [32] into active form. Both rulespao-apoptotic and are in
Table 3.1.

Finally, we define two pro-apoptotic rules for the Nef prateZauli et al. discovered
in [52] that Nef can play a role in cell death by upregulatirag Feceptor and Fas ligand
on the cell surface. Upregulating the receptor sites of Fathe cell surface prepares
the cell for ligand binding, and can initiate the Fas-indlapoptotic signaling cascade.
The upregulation of Fas ligand may protect the infectedfomth cytotoxic T cells, or it
could be part of autocrinic signaling. The four rules for egulation and translocation
of Fas and Fas ligand are in Table 3.1.

4 Results

We added all of the rules from Table 3.1 to the Fas model desdrin [21, 23] — see
Appendix A for the complete list. From this, we are able touliate two types of cells:
nonlatentand latent The differences between the two models are the initialgdnot
multiplicities. The nonlatentcell is an activated T cell which has just been infected
with the contents of the HIV-1 virion. The HIV-1 RNA and othéral proteins are in
the cytoplasm. The HIV-1 RNA must be incorporated into thstisogenome before
the viral protein production begins. Theatentmodel is a newly activated T cell with
no HIV-1 proteins present. However, the HIV-1 genome isadseintegrated into the
host's DNA.

As we have discussed earlier, thenlatentcell is used for the model fitting, since
the majority of information about HIV-1 proteins pertairssthese types of cells. For
instance, in Fig. 4.2(a), the results from thenlatentsimulation show the activity of
Tat in that full length (inactive) Caspase 8 increases by#faf three. Our simulation
agrees with the observations of [4]. Also, in Fig. 4.2(b); owdel shows Vpr-induced
upregulation of Bcl-2 and downregulation of Bax B§% and20%, resp. Our results
agree with the experimental results on Vpr described in.[12]

We will next consider the activation of Caspase 3. In Fig, #&h thenonlatentand
latentmodels are shown to exhibit the onset of apoptosis — totalaitin of Caspase
3 — after approximately two days. Our results indicate teattivated latently infected
CD4+ T cells activate all of the Caspase 3 molecules eahim thenonlatenimodel.
Also, in Fig. 4.3, we show the truncation of Bid, which is a eegary step in the induc-
tion of the type Il pathway. Active Caspase 8 is responsibidife truncation of Bid, so
we are seeing the downstream effects of Caspase 8 activation
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whereas theionlatentmodel takes~ 47 hours. (b) The decline of Bid through interactions with
Caspase 8, leading to a rise in tBid.

Next, let us consider the mechanisms behind Caspase 3tauirathelatentandnon-
latentmodels. According to the rules in Appendix A, an interacti@tween full length
Caspase 3 and active Caspase 8 or Caspase 9 can have two esittioenactivation
of Caspase 3 or not. Both of our models show cooperation legtlee two pathways,
which is not explicitly stated in the literature. Thenlatentresults (Fig. 4.4) show the
first interactions between Caspase 3 and Caspase 8* madexedar just after 18 hours
into the run. It isn’t until~ 10 hours later (26 hours into the run) that we begin to
see Caspase 3 interactions with Caspase 9*, after signdifaaton through the mi-
tochondria. As discussed in [21, 23], given a sufficientlghhinitial concentration of
Caspase 8 in the cell, signal amplification is not necessainduce apoptosis. For this
model, we set the initial level of Caspase 8 to be insuffidienapoptosis by the type |
pathway.

The results of théatentsimulation are similar to the@onlatentwhere both pathways
appear to govern Caspase 3 activation. Inlgtentrun (Fig. 4.5), we see type | inter-
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Fig. 4.4 These graphs show the type | and type Il pathways workinghegéo activate Caspase 3
during thenonlatensimulation. The type | interactions are active Caspase @miwith Caspase
3, and the type Il interactions are Caspase 9 binding wittp&ses 3. (a) The overall picture for
the whole three days of simulation. (b) One minute from tmeusation (from 32 hours to 32
hours and 1 minute) illustrates the rate of interactions.

actions first occur about 12 hours into the simulation, whyjfge 11 molecular binding
occurs after 21 hours.
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Fig. 4.5 These graphs show the type | and type Il pathways workingthegéo activate Caspase
3 during thelatentsimulation. They are similar to theonlatentun. (a) The overall picture for the
whole three days of simulation. (b) One minute from the satiah (from 32 hours to 32 hours
and 1 minute) illustrates the rate of interactions.

Although Fig. 4.4(b) and Fig. 4.5(b) imply type | interagi®occur more frequently
than type Il, it must be noted that, due to the kinetics gowerthese binding rules,
Caspase 8* can remain bound to Caspase 3 for a longer perimt@than Caspase
9*. Therefore, although it seems that Caspase 8* binds tp&s@s3 more frequently,
the reactions are merely slower. In fact, both models exhibre interactions between
Caspase9* and Caspase 3.

5 Discussion
Based on the biological evidence in the literature, we congtd a model for the effects

of HIV-1 proteins on the Fas-mediated apoptosis pathwaig Work is the first of its
kind, simulating Fas-induced apoptosis in reactivatezhidy infected CD4+ T cells. We
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have provided some preliminary results in an effort to ustlerd CD4+ T cell latency.
Interestingly, our results show a cooperation betweenytpe t and type Il pathways.
We have not been able to verify an explanation for this in treélable literature.

We are interested in extending this model in several waysiriatance, we would like
to model the effects of HIV-1 proteins on bystander cell apsjs. As mentioned in the
introduction, HIV-1 appears to primarily kill uninfecteg&tander T cells [15]. Various
mechanisms have been reported for the destruction of tharmgysr cells. Along with
Fas-induced apoptosis, other possible mechanisms faaryst cell death are reviewed
in [2,38,41]. Upon being exocytosed by an infected cellesa\of the proteins encoded
in HIV-1 can exhibit destructive qualities when interagtinith neighboring bystander
cells — either on the surface or through endocytosis.

There are a few HIV-1 proteins we have ignored in this modetause they affect
T cells in ways not within the scope of our current effortsr Egample, soluble and
membrane-bound Env can bind to the CD4 receptor of bystaredist In [11] and [5],
the authors have shown that ligation of the CD4 receptor by iSsufficient to increase
apoptosis in bystander cells. The reasons for the increagegtotic rates following
Env-CD4 binding can be attributed to Bcl-2 down-regula{i@d], increased Caspase 8
activation [1], and upregulation of Fas [33], FasL and Bak][4

Extracellular Tat can enter bystander cells through entbsiy, which leads to pro-

apoptotic activity. The addition of Tat to a culture of urénfed cells has been shown
to increase apoptosis [29]. Endocytosed Tat can upreglelatés of Caspase 8 [4] and
increase expression of the Fas ligand [41], interferinghi@ $ame manner as in the
infected cells. Also, extracellular Vpr can disrupt theaationdrial membrane, leading
to increased translocation of Cytochrome c* [41].

Finally, we would like to note that the experimental infooa on the latent HIV-1-
infected CD4+ T cells is scarce, due to the fact that thede ae found in such small
numbersin vivo. Therefore, our model relies heavily on applying the knalgle of
activated HIV-1-infected CD4+ T cells. We look forward townexperimental results
about these enigmatic cells, which we will use to refine thel@ho
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r66 : FASC : FADD3 : CASP8,| |. — FASC : FADD3[ CASP8L*! . ky

TeT - [CASP8§41]C—> [CASPS; ]C k5

res : [ CASP8;, CASP3]. — [ CASPS8; : CASP3]. ke s
reo : [ CASP8%5: CASP3]. — [ CASP85,CASP3 ], kg

r7o: [CASP8s : CASP3]. — [ CASP8;, CASP3* ], k7

re1: [CASP3*, XIAP], — [CASP3* : XIAP]. kiof
rro: [CASP3* : XIAP], — [ CASP3*, XIAP]. k1o
res: [ CASPS83, Bid]. — [ CASPS8} : Bid ], sy
r7q : [CASPS8S : Bid]. — [ CASPS8S, Bid |, ks,

r75 . [ CASPS8S : Bid]. — [ CASPS85,tBid |, k7

r7¢ : [ tBid, Bax |. — [ tBid : Bax |. kos
r77 1 [tBid : Baz |. — [ tBid, Bax |. ko

r7s : [tBid: Bax, Bax |, — [tBid : Baxs . kog
r79 : [tBid: Baxy |, — [ tBid : Bax, Baz . kor

rso : tBid : Baxs[ Smac |, — tBid : Baxs, Smac*| |, k1o

rs1 : tBid : Baxs| Cyto.c |y, — tBid : Baxy, Cyto.c*| | k1o

rgo @ [ Smac*, XIAP |. — [ Smac* : XIAP |, kiig
rg3 : [ Smac* : XIAP ], — [ Smac*, XIAP |. Ei1r
rsq : [ Cyto.c*, Apaf, ATP |. — [ Cyto.c* : Apaf : ATP |, kiaf
rss : [ Cyto.c* : Apaf : ATP|. — [ Cyto.c*, Apaf, ATP |, kior
rsg : [ Cyto.c® : Apaf : ATP,CASP9|. — [ Cyto.c* : Apaf : ATP : CASP9]. kisf
rg7 : [ Cyto.c® : Apaf : ATP: CASP9|. — [ Cyto.c* : Apaf : ATP,CASP9]. k13r
rgs : | Cyto.c* : Apaf : ATP : CASP9,CASPY . — [ Cyto.c* : Apaf : ATP : CASP9; | kiay
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label  rule rate
rsg : | Cyto.c* : Apaf : ATP : CASP9; |. — [ Cyto.c* : Apaf : ATP : CASP9,CASP9]. k14r
roo : | Cyto.c* : Apaf : ATP : CASP9; |. — [ Cyto.c* : Apaf : ATP : CASP9, CASP9* ], k15
ro1: [ CASP9*,CASP3]. — [CASP9* : CASP3]. kios
ro2 : [ CASP9* : CASP3]. — [CASP9*,CASP3]. k16
rog : [ CASP9* : CASP3 ). — [ CASP9*,CASP3*]. k17
roo : [ CASP9,XIAP]. — [CASP9: XIAP ], kigf
rog: [CASP9: XIAP |, — [CASP9,XIAP],. kisr
ros : Bax| Bel2 |y, — [ B2 : Bax |, kaos
ro7 : | Bel2 : Bax |, — Bax| Bel2 |, koo
798 - tBZd[ Bcl2 ]m — [BCIQ :tBid ]m /fg()f
rog : [ Bel2 : tBid ], — tBid] Bcl2 ]y, Eaor
T100 : | HIVRna, RT | — [ HIVepna, RT |, ko1
ro1: HIVepnal Jn = [HIVepna |n D)
r02: [ HIVipna ln — [ HIVLTR |n koo
7‘103:NFAT[ ]nH[NFAT]n k23
r104 : CDK9[ |, = [CDK9], koa
r105 : [ CyclinT1,CDK9], — [ PTEFb], kos
ri06: | NFAT, HIVyrRr |n — | HIVLrR : NFAT ], kog
7107 : [HIVLTR : NFAT,T(Lt]n — [HIVLTR : NFAT : Tat]n kor
ri0s : | HIVprr : NFAT : Tat, PTEFb),, — [ HIVLrr : NFAT : Tat : PTEFb ], kog
ro0 : [ HIVirR |n — [ HIVLrR, MRN Arat |n kag
r10: | HIVirr |n — [ HIVirr, nRN Ay, | kag
rin: [ HIVerg |n — [ HIVLrr, mRN Ag v, n ka9
112 - [HIVLTR]n_) [HIVLTR,mRNANef ]n kgg
113 - [HIVLTR : NFAT ]n — [HIVLTR ) NFAT, mRNATat ]n kgo
114 - [HIVLTR ) NFAT]n d [HIVLTR ) NFAT,mRNAVpT ]n kgo
115 - [HIVLTR : NFAT ]n — [HIVLTR : NFAT, mRNAH[Vm ]n k30
116 - [HIVLTR : NFAT]n ad [HIVLTR . NFAT,mRNANef ]n k30
rir: | HIVprr : NFAT : Tat ], — | HIVyrr : NFAT : Tat,mRN Arat |n k31
rius: [HIVyrr : NFAT : Tat ), — [ HIVirr : NFAT : Tat, mRN Ay, |n ka1
rig : [ HIVprp : NFAT : Tat ), — [ HIVprr : NFAT : Tat, mRN Agrv,, |n k31
120 - [HIVLTR : NFAT : T(Lt]n — [HIVLTR . NFAT . Tat,mRNANef ]n k31
121 - [HIVLTR : NFAT :Tat : PTEFb]n — [HIVLTR . NFAT :Tat: PTEFb7mRNATat ]n kgg
T2 [HIVyrr : NFAT : Tat : PTEFb ), — [ HIVyrr : NFAT : Tat : PTEFb,mRNAvp, |n ka2
riog: [ HIVyrp : NFAT : Tat : PTEFb], — [ HIVprRr : NFAT : Tat : PTEFb,mRNApnrv,, |n k32
124 - [HIVLTR :NFAT : Tat : PTEFb]n — [HIVLTR : NFAT : Tat : PTEFb7mRNANef ]n kgg
r125 : [ MRNArat |n — MRNArai| |n k33
126 - [mRNANef ]n — mRNANef[ ]n k33
r127 1 [ MRN Ay | — mMRNAvpe| |n k33
7128 - [mRNAH[Vm ]n — mRNAHIVpr[ ]n k33
129 - [ mRNATat ]C — [ mRNATat, Tat ]n k34
130 - [mRNANef ]C—> [mRNANef,Nef]n k34
r131 1 [ MRN Ay |c = [ mRN Ay, Vipr ], ka4
riz2 i [mMRNAnrvy,, |c = [mRNAyrv,, , HIV,, |, k34
7133 ¢ [ MRN Aras Je — [ e k35



label
134 :
135 ¢
7136 :
137
138 :
139 :
140 :
141 ¢
142 :
7143 :
T144 :
145 :
T146 :
147 ¢
7148 :
149
7150 :
151 ¢
152 ¢

153 :

:Tat] ], — [Tat ],
]
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rule
[mRNANef ]C — [ ]c
[mRNAVpr ]c - [ ]c
[mRNApry,, Jc = [ Je

ln — [Tat ],Casp8
Tat), — [ Tat ], Bcl2
o — FASL[Tat ],
Tat, Bcl2]. — [Tat ],
Vprl |m — Vpr] Bel2 |,
[Vpr,Bax |. — [ Vpr].
[Vpr,Bcl2 ], — [ Vpr: Bcl2 ],
[Vpr: Bel2 ), — [Vpr, Bc2 ],
[Vpr, PTPC,, — [Vpr: PTPC ],
[Vpr: PTPC,Cyto.c ], — Cyto.c*[ Vpr: PTPC |,
[
[Nef]n — [Nef,FAS]m
[ Nef |, — [ Nef, FASL |,
[FASL]s — FASL[ ],
[Tat ], — Tat] ]n

HIV Protease, Casp8 |, — [ HIV Protease, Casp8+ |,
: HIV Protease| Bcl2 ], — HIV Protease[ |m

rate
k3s
k3s
k3s
ksef
k37
k3s
k3o
kao
ka1
ka2
ka3
ks
kas
ka6
ka7
kas
kag
kso0
ks1

k36r

245
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The following tables give the deterministic kinetic ratesaction rates) used in the

description of the reactions;

kif =9.09E — 05nM—1s—1
ki, = 1.00E — 04s~!

kop = 5.00E — 04nM ~1s1
kor = 0.251

kss = 3.50F — 03nM ~1s1
ks, = 0.018s7!

ky = 0.3s71

ks =0.1s7!

ker = 1.00E — 05nM ~1s1
ke = 0.06571

kr = 0.1s71

ks = 5.00E — 03nM ~1s~1
ks, = 0.005 57!

kor = 2.00F — 04nM ~1s~1
kg, = 0.02571

k1o = 1.00E — 03nM ~1s~1
ki1 = 7.00E — 03nM ~1s~!

ki1, =2.21E — 035!

kiop = 278 — 07nM~ts~InM—1
k1o, = 5.70E — 03 s~ 1

kizg = 2.84E — 04nM 1571
k13, = 0.074935~1

kiap = 4.41F — 04nM s 1
k14 = 0.1s71

kis =0.7s7"

ki =196 — 05nM—1ts—1
kigr = 0.05707s71

ki7 = 48571

kigy = 1.06 K — 04nM—1s1
kigr = 1.00E — 035!

kg =247TE — 03nM—1ts~1
kg, = 2.40F — 03571

kgof =2.00E — 03nM 15!
Eaor = 0.02571

kog = 100s~1

koy = 400s~t

kigs = 0.4nM 151

kog = 5.0E — 005nM ~ts~1
kor = 0.1nM~1s1

kog = 200nM ~1s~1

koo = 2.8F — 0045~ 1

k3o = 2.8E — 0035~ !

k3 = 0.071s71
k3o = 0.71s71
k3s = 0.2s71
K3y = 0.04s571
k35 = 0.033s~ 1

kg@f =0.002s~!

ko1 = 0.0334563416666667nM ~1s~1
koo = 0.0005555555555555565 1

kser = 0.0019s51

k37 = 4.0E — 0065~ !

ksg = 2.0F — 00651

ksg = 2.0F — 007s~ !

ki = 2.0E — 008nM ~1s7!
ky = 1.1E — 00651

ki =2.0F — 008nM ~1s1
ksg =2.0F — 008nM ~1s—1
kg = 2.0E — 00651

ks = 2.0E — 00651

ks = 1.0E — 005nM ~1s~1
ks7 = 6.0F — 012nM s !
ks = 3.0F — 008nM s !
k9 = 3.0E — 00951

kso = 1.0E — 00751

ksy = 2.0E — 006s~!
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We present an automatic practical transformation of Comoatimg X-
machines to Population P Systems. The resulting compilablis to take as
input a Communicating X-machine model written in an appiatpty designed
language (XMDL) and produce a Population P System in anatiogtion
(PPSDL). The latter contains only transformation and comication rules.
However, the user can further enhance the models with mdes that deal
with the reconfiguration of structure of the network of ce¥vVDL, PPSDL
and their accompanied compilers and animators are briedlggmted. The prin-
ciples of transformations and the transformation temglafethe compiler are
discussed. We use an example model of a biological systemelgaan ant
colony, to demonstrate the usefulness of this approach.

1 Introduction

State-based methods, such as finite state machines anddeierparts, are widely
used for modelling reactive systems [7]. In particular, Xehines (XMs) possess an
intuitive modelling style since they reduce the number efitodel’s states due to their
associated memory structure and they are directly linkechpdementation due to tran-
sition functions between states. Most importantly, howeMemachines are coupled
with techniques for formal verification and testing, reassy correctness of imple-
mentation with respect to their models [4, 2]. There existesal tools that facilitate

modelling with X-machines as well as the testing and vettiicaof models [5, 16].

In addition, X-machine models can communicate, thus foghamger scale systems.
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Communicating X-machines (CXMs) provide the necessaryeatiiod message pass-
ing means and computation that demonstrate the feasibiliscaling up models [8].

However, they do suffer from a major drawback: the orgaiosat structure of the com-

posed system is predefined and remains static throughocwthputation. Although for

some systems this is a virtue, for some others, such as aggti systems, reorgani-
sation is an important feature that should be addressed indeimin this context, by

reorganisation we mean change in the network of communic&igtween agents and
change in the number of agents that participate in the system

Membrane computing, on the other hand, is a relatively nexa @nd its usefulness
regarding the modelling of systems has only recently dattebe explored. P Sys-
tems, however, possess such features that may potentihgss the problems stated
above [11]. Some initial studies demonstrated that P Systam its variants, such as
Population P Systems (PPSs), could be used to model meltitagstems [12]. They
may not seem as intuitive with respect to modelling behagiofiagents because simple
objects and rewriting rules over those objects are not seifficBut they do deal with
reorganisation quite effectively. Rules for division ariffetentiation of cells as well
as cell death and bond-making rules allow for a powerful malaition of the structure
of a multi-agent system and the communication links betvasgnts-cells. Tools have
been developed, although not targeted to multi-agentsysfg5]. The majority of the
tools focus on computation with the rest dealing with somelefilng aspects.

A brief comparison between Communicating X-machines amglRdion P Systems is
shown in Table 1.1. Their complementarity has led to the essful integration of the
two methods [14].

Modelling feature ‘ CXMs ‘ PESS‘

Agent internal state representation V
Complex data structures for knowledge, messages, stirtwli e V
Direct communication / Message exchange vV
Non-deterministic communication

Dynamic addition and removal of agent instances
Dynamic communications network restructuring
Synchronous computation

Asynchronous computation

Formal verification of individual components

Test cases generation for individual components

Tool support V
Table 1.1 Comparison of features of X-machines and Population P 8ystéth respect to mod-
elling.

RS A

A A A A
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In this paper, we take a different approach. We attempt tosfram existing Com-

municating X-machine models to Population P Systems moiibks transformation is
based on the theoretical principles reported in [10]. Hexedeal with the transforma-
tion in practice, that is, having a CXM model described in sdanguage for CXMs,

we describe the automatic compilation to an equivalent PB&efrdescribed in some
other language for PPSs. These languages, namely XMDL aS8®PEDL stands for

Description Language) have been developed separatelyp@) tvith about a 6-year dif-
ference. However, the younger language PPSDL has beenrinfidéy the successful
launch and experience we acquired through the use of XMDIs &timittedly eased
the implementation of the compiler that does the transféiondo some extent.

The rationale behind the transformation is rather simplevieel believe an important
one. As modellers, we would rarely use PPS for modelling thlealiour and com-
munication between agents. The main reason for that wouttidé&ck of expressive
power, as X-machines serve this need in a far better waya&img CXM models, which
can be individually verified, and transforming them into RR&lels we could use PPS
rules to extend the model with dynamic features. Practictiis means that not only
we surpass the shortcomings of PPS in modelling agent balayibut we also feel
quite confident (depending on a formal proof that the tramsé&tion is correct) that the
resulting PPS model meets at least some quality requireament

The paper is organised as follows. Section 2 is a brief intotidn to Communicating
X-machines with main focus on XMDL. Section 3 does a similat §lightly more

extended introduction to PPSDL. The principles of transiation are briefly listed in
Section 4 together with the actual transformation templdtem XMDL to PPSDL.

We use a simple example, a system of communicating antsregfiza ant colony, to
show the equivalence between the input XMDL and the outp@Pmodels. Finally,
we discuss certain arising issues and we conclude with tibrecfor future work and
extensions.

2 X-Machine Description Language

X-machines are finite state machines with two prominentattaristics; they have an
associated memory structure, that can hold data and instead of having simple inputs
as labels, transitions are triggered through functignayhich are activated by inputs,
o, and memory values and produce outputsyhile updating the memory values. Of
particular interest are stream X-machines which have b&tamsively used for mod-
elling reactive systems. The formal definition of stream Xé& be found in [4]. An
informal but comprehensive abstract model of an XM is degidh Fig. 2.1.

XM models can communicate by sending messages one to andtiese are many
alternative definitions of Communicating X-machines. We agractical approach in
which the output of a function of one XM is forwarded as inpguatfunction of another
XM [8]. However, in order for this to happen, a requiremerdsld be met: the message
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MEMORY m . m’

4

output stream g

(3

inout stream s

Fig. 2.1 An abstract X-machine.

CX
CX;

UiVimi""| Toipr |">ak
2 L

Qi
Pk

CXj CX

Fig. 2.2 An abstract example of two Communicating X-machines.

sent should be compliant with the input alphabet of the k@egiXM. This is why a
transformation function/, is required to transform the message of the sender into an
input for the receiver. The concept is shown in Fig. 2.2 whileomplete definition of
CXMs can be found in [8].

The X-Machine Description Language (XMDL) was developedgdsist with the mod-
elling and animation of models [5]. The idea behind XMDL wasuse a simple, yet
powerful, declarative notation which would be close to thatmematical, yet practi-
cal, notation for XMs. XMDL possesses constructs with wiocte can define an input
and an output alphabet set, a memory structure includingniéialimemory, a set of
states including an initial state, transitions betweetestand functions. Functions get
an input and a memory and give an output and a new memory, thineconditions
(guards) hold on input or memory values. The modeller camdefiny kind of different
types of values by combining built-in types, such as natasahbers, with user-defined
types, such as sets, sequences, tuples, etc. Table 2.thaifppresents XMDL con-
structs with a brief explanation on each one. The completedbXMDL grammar is
available from [6].

XMDL has been extended to provide the ability to define thagdfarmation function
T, i.e. the function that transforms the output of a CXM to apuinof another CXM
in a communicating system. XMDL-c also provides the cordstio define instances
of class XMs with different initial state and memory as wedl@mmunication links
between functions of participating CXMs (see Table 2.3).
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E

XMDL syntax

Informal_.semantics

X #input ( d1,...,0, )

Defines the input tuple for functions

r #output ( o1,...,01 )

Defines the output tuple for functions

Q | #states = { qi,..,qm }

Defines the set of states of the XM

M | #memory ( mi,...,m; )

Defines the memory tuple of the XM

q0 #init _state ( S0 )

Defines the initial state

mo | #init _memory ( vi,...,v; ) Defines the initial memory values
A set of statements that define the transition
F #transition ( G0k ) = qj between states and their corresponding |la-

bels (functions)

#un  name

if  condition, (and|or)
conditions . ..

( input_tuple, memory_tuple ) =

then (  output_tuple, memory_tuple )
where informative_expression.

Defines a functiorp in ¢

#type identifier =

built- in type | tuple

user defined | set operations |

>

Defines types of values to be used in all cd
structs. User defined types include enumgr-
ated sets, sequences, etc., while operation
include unions, Cartesian products (tuples)

etc
Table 2.2 Main constructs of XMDL (words in upright font are XMDL keywabs)

XMDL-c syntax

Informal_semantics ‘

#model instance name

instance _of modelname with:
#init _state =  initial_state;
#init  _memory = initial_memory_tuple

Defines an instance of a CXM component
with an initial state and initial memory.

#communicaiion of recetver
function reads from  sender.

=

Defines that a function of a receiver XN\
reads an input from another XM.

using wvariables_in_message
from (memory|input|output)

#communication of sender
function writes  message t0 receiver.

tuple

Defines T, i.e. the message format, the func-
tion of the sender XM and the receiver.

Table 2.3 Main constructs of XMDL-c (words in upright font are XMDL kexrds).

A tool, called X-System, has also been implemented [9].diudes a DCG (Definite
Clause Grammar) parser, a syntax and logical error cheakewsmpiler of XMDL to
Prolog and an animator. Models written in XMDL are compiledianimated, that is,
the synchronous computation of the CXM model is imitateddigh inputs provided by
the user. Part of X-System’s architecture is shown in Fig. 2.
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CXM model

User -
inputs < Results of
[ 8 5 5 E computation
- =) = = )
—_ 2, _— ] -~
- - 3 |E [y — |m | E S o
XMDL = C = o0 e
s | O < | 2 —
XMDL-c A °© _
Prolog & —

Fig. 2.3 The X-System

3 Population P Systems Description Language

Population P Systems consist of network of cells which astaimces of possibly dif-
ferent types. Each type is a class of cells possessing the sales. Rules consume
objects and generate new ones (transformation), in theepeesof some objects they
change the type of the cell (differentiation), divide th# @division) or dissolve the cell
(death). Communication rules, import or export objectsrfrand to the environments
or other neighbouring cells. The latter are determinedubtobond-making rules that
create links between cells if certain conditions hold. Towrfal definition of PPS can
be found in [1]. An abstract PPS model is shown in Fig. 3.4.

(a > b),
(a)y = (b)y
abbced  (a), — (b);(c):
(a) > T
(a; b, in),

(a, exit);

Fig. 3.4 An abstract Population P System.

Similarly to XMDL, Population P Systems Description LangegPPSDL) has been
designed so as to allow the experimentation with some PP&In@iB]. We decided
to keep the concept and, occasionally, the look of XMDL to s@xtent, and came up
with a simple declarative notation, as close as possibleaddarmal definition of a PPS.
PPSDL possesses constructs that allow one to define typetigfaells as instances of
those types, objects in cells and in the environment, asagedlll types of rules. What
makes PPSDL practical for modelling is the ability to asatecibbjects with types, by
combining built-in types with user-defined types. Therefabjects in cells are charac-
terised by a type identifier; we use the notatigge _identifier = (value) to denote
objects. Table 3.5 informally presents PPSDL constructh wibrief explanation on
each one. PPSDL is the core of PPS-System, which includes@@@ser, a compiler
of PPSDL to Prolog and an animator, similar to X-System in. Rig. The animator
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simulates the computation of a PPS model, also allowingétieng of different prior-
ities in rule selection. Briefly, at each cycle, all cells ammsidered and the applicable
rules for each are found and triggered (ordered accorditigeio priority). PPS-System
allows the user to input objects directly to cells during garation, if needed, thus
allowing more flexibility in the animation.

A cell with objects, transformation
and communication rules

(state : q), whereq € Q
Memory M (memory : m), wherem € M
Objectsin Cells | Inputsy (input : i), wherei € X
Outputsl” (output : 0), whereo € I
Messages (message : content)
p: XXM—-TxM Yom : ((state : q)
such thatp(o, m) = (v, m’), (
Transformation | wherem,m’ € M,o € X,v € (
Rules r, — (state : q')
(
(

Cellsand types | CXM component
Statex)

memory : m))

foreveryq,q' € Q

such thay’ € F(p,q)

Most general case (incoming
and outgoing message) .
w: X xM—>TxM Yom :
such thatp(o, m) = (v, m’),
Communication | wherem,m’ € M,o € X,v €
Rules r,

foreveryq,q' € Q

such thay’ € F(p,q)

and forincoming € X,

T (o, m,~) = oulgoing

Table 3.4 Principles of transforming a CXM to a PPS.

4 Transforming XMDL to PPSDL

Recently, some basic principles for transforming CXM to RRa8e been reported [10]
and are briefly presented in Table 3.4. Based on those plascgp compiler, which
accepts XMDL models and a CXM system formed out of these nsoatedl produces
PPSDL code for the equivalent PPS, has been developed.

The compiler is written in Prolog (as X-System and PPS-3gstbased on a set of
templates that implement the theoretical transformatiéios example, the template
compiling the cell types in PPSDL is:

if Types = { T | xmdl_c_code=[#model _ instance_of T|_] }
then ppsdl_code = [#cell_types = Types]
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and the template for compiling a function (with no commutima annotation) to a
transformation rule in PPSDL is:

if xmdl_code = [ #model M ] and

xmdl_code = [ #fun F (I, IM) = If (O, OM) Where ] and
xmdl_code = [ #transition (S1, F) = S2 ] then
ppsdl_code = [ #transformation_rule F

([ state *(S1), memory =x(IM), input  =(I) ]
-> [ state *(S2), memory *(OM), output =*(0O) ] ) : M, If, Where]

Sub-statements andWhere are left untouched, since XMDL and PPSDL share the
same syntax for these expressions. As an example, congiden-aff switch which
counts how many times its status change. Part of the XMDL ¢ade

#model switch.

#transition (on, switch_off) = off.

#fun switch_off ((turn_off),(?count)) = ((device_off),( ?newcount)),
where ?newCount <- ?count+1.

The resulting PPSDL code according to the template abovédimzi

#transformation_rule switch_off
([state = (on), memory =*((?count)), input * (turn_off)] ->
[state *(off), memory =*((?newcount)), output * (device_off)]):
switch,
where ?newCount <- ?count+1.

In the case that the CXM function is one that sends a messagmtber function, a similar trans-
formation rule is produced which also generates an objettismformoutgoing _message *
(Message) in the right hand multiset. An additional communicatiorerid also created in order
to transport this message to the appropriate cell in the fafremincoming _message * (Mes
sage) . Finally, for a CXM function that reads a message, the olijgmtit * (Input) is re-
placed by an object of the formcoming _message * (Message) in the left hand side of the
corresponding rule.

5 Example transformation: Ants

Consider the case of a Pharaoh ant colony and its behavisigeithe nest (described in more
detail in [3]). The ants spend much of their in-nest time daiothing. Ants doing nothing can
be referred to as inactive and can become active, i.e. ®artlsing for food, in the case that its
food supplies drop below a particular threshold.

The Pharaoh ants behaviour is presented in a very simplifieatidon where the colony is situated
in an rectangular environment. The ants are either inaotiveove around looking for food. When
two ants come across they might share food if one is activetendther one is not (in an inactive
state). The ants go out to forage when they are hungry, n@sdaod is identified (i.e. no other
ant that might provide some food) and a trail pheromone feath an exit point from the hive is
discovered.
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The XM model of an ant is depicted in Fig. 5.5 where é®ymbol on a function denotes that the
function receives input from another machine and, on theraon the4 symbol on a function
denotes that the function sends a message to be receivegusbin the function of another
machine. This means that communication between two aneqisired when they share food
using thegiveFood , andtakeEnoughFood ortakeNotEnoughFood functions.

M=(position, food, fThreshold, fDecayRate, fPortion)

ANT; search W w followTrail
[ Active . W
meetinactiveAnt ANT;
becomeActive i i
17 ignoreActiveAnt J takeNotEnoughFood
doNothing Inactive
takeEnoughFood
noFoodToGive,

giveFood

ANT, ANT;

meetActiveAnt

Fig. 5.5 The Pharaoh ant X-machine model.

5.1 Antsin XMDL For demonstration purposes, we consider a colony congisfitwo ants
(antl andant2 ) which form a CXM system and need to communicate in order éoesfood if
one of them is inactive and the other is not. Part of the XMDHdemodelling a communicating
ant is as follows (identifiers preceded wit®?aenote variables):

#model Ant.

#type coord = naturalO.

#type pos = (coord, coord).

#type fPortion = natural.

#type description = {sp, ph, ha, nha}.

#type stimuli = description union fPortion.

#type food = naturalO.

#type fThreshold = natural.

#type fDecayRate = natural.

#type outstring = {ignoring_ant, ignoring_hungry_ant, .. .
giving_food}.

#input (pos, stimuli).

#output (outstring).

#memory (pos, food, fThreshold, fDecayRate, fPortion).
#states = {inactive, hungry, giving, taking, dead}.

#transition (inactive, doNothing) = inactive.
#transition (inactive, noFoodToGive) = inactive.
#transition (inactive, becomeHungry) = hungry.

;.ﬁ.h.‘un die ((?p, ?in), (?pos, ?f, ?ft, ?fdr, ?mfp)) =
if ?what_is_left =< 0 then
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((dying), (?pos, 0, 2ft, ?fdr, ?mfp))
where ?what_is_left <- ?f - 2fdr.

#fun giveFood ((?p, ?in), (?pos, ?f, ?ft, ?fdr, ?mfp)) =
((giving_food), (?pos, ?nf, ?ft, ?fdr, ?mfp))
where ?food_reduction <- ?fdr + ?mfp
and ?nf <- ?f - ?food_reduction.

#model antl instance_of Ant
with: #init_state {inactive}; #init_memory ((1,1), 150, 5 0, 5,
15).

#communication of function takeEnoughFood:
#reads from ant2.

#communication of function takeNotEnoughFood:
#reads from ant2.

#communication of function giveFood:
#writes (?pos, ?mfp) to (ant2)

using ?pos from memory (?pos, ?f, ?ft, ?fdr, ?mfp)
and using ?mfp from memory (?pos, ?f, ?ft, ?fdr, ?mfp).

5.2 Antsin PPSDL Running the compiler, we produce the following PPSDL code
for the ant system (part only):

#define coord = naturalO.

#define oustring = {ignoring_ant,ignoring_hungry_ant, .

giving.:food}.
#define ant_state = {inactive, hungry, giving, taking, dea d}.
#object ant_state_object = state * (ant_state).
#object ant_memory_object =
memory+ (pos, food, fthreshold, fdecayrate, fportion).
#object ant_input_object = input * (pos, stimuli).
#object ant_output_object = output * (outstring).
#cell_types = {ant}.
#cell_names = {antl, ant2}.
#cell antl : ( [state * (inactive), memory *((1, 1), 150, 50, 5,
15)], ant).
#cell ant2 : ( [state * (inactive), memory *((1, 1), 150, 50, 5,
15)], ant).
#transformation_rule givefood ( [ state * (giving),
memoryx (?pos,?f,?ft,?fdr,?mfp), input *(?p,?in) ] -> [ state *
(inactive),

memoryx (?pos,?nf,?ft,?fdr,?mfp), output * (giving_food),
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outgoing_message *(?pos, ?mfp)] ) : ant,
where ?food_reduction <- ?fdr + ?mfp and ?nf <- 2f - ?
food_reduction.

In addition to the above, a communication rule is requireskiod the message produced
by a cell putgoing _message* (M) ) to another cell:

#communication_exit_rule export_message
( when [outgoing_message  *(M)] send_to_cell [incoming_message
*(M)] ):ant.

Note that this communication rule also transforms the ngessdject to be exported
intoincoming _message* (M) so that it may be used as input by the receiving cell.

We also add a default bond-making rule of the form:

#bond_making_rule export_message
(when [ ]: ant and [ ] :ant ).

which always creates a communication link between the ants.

The following is an output of the PPS-System animation ofathiecolony:

----------- CYCLE: 1 --
CELL: antl OBJECTS: [[state, inactive],
[memory, [[1, 1], 150, 50, 5, 15]]] TYPE: ant
CELL: ant2 OBJECTS: [[state, hungry],
[memory, [[1, 1], 40, 50, 5, 15]]] TYPE: ant
GRAPH = [ (antl, ant2), (ant2, antl)]

S>> Begin of User Input for all Cells. Provide input...
>>> For cell antl: [[1,1],ha].
>>> End of User Input for all Cells

----------- CYCLE: 2 --
CELL: ant2 OBJECTS: [[state, hungry], [memory,...] TYPE: a nt
CELL: antl OBJECTS: [[state, inactive], [memory,...],

[input, [[1, 1], ha]]] TYPE: ant

+x+ Begin Computation cycle for all Cells
+x Computation Cycle for Cell: ant2
*x+  Computation Cycle for Cell: antl
----[transformation_rule(meethungryant, antl, ...]
Trying to apply Rule : meethungryant
antl: buffer-[[state, giving], [memory,...],
[output, met_hungry_ant]]

+»* End of Computation cycle for all Cells
++  Finished with updating Cell Objects with Buffers
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>>> For cell ant2: [[1,1],nha].
----------- CYCLE: 3 --
CELL: antl OBJECTS: [[state, giving], [memory,...],
[output, met_hungry_ant]] TYPE: ant
CELL: ant2 OBJECTS: [[state, hungry], [memory,...],
[input, [[1, 1], nha]]] TYPE: ant

+x+ Computation Cycle for Cell: ant2
----[transformation_rule(meetnonhungryant, ant2, ... ]
Trying to apply Rule : meetnonhungryant
ant2: buffer-[[state, taking], [memory,...],
[output, found_non_hungry_ant]]

>>> For cell antl: [[1,1]hal.

----------- CYCLE: 4 --

CELL: ant2 OBJECTS: [[state, taking], [memory,...], ..] T YPE:
ant

CELL: antl OBJECTS: [[state, giving], [memory,...],
[input, [[1, 1], hall] TYPE: ant

+x+ Computation Cycle for Cell: antl
----[transformation_rule(givefood, antl, [[state, givi ngl, ..]
Trying to apply Rule : givefood
antl: buffer-[[message, [[1, 1], 15]], [state, inactive],
[memory,...],...]
----------- CYCLE: 5 --
CELL: ant2 OBJECTS: [[state, taking], [memory,...], ..] T YPE:
ant
CELL: antl OBJECTS: [[message, [[1, 1], 15]], [state, inact ive],
[memory, ...], ..] TYPE: ant

*x+ Computation Cycle for Cell: antl
----[communication_exit_rule(export_message, antl, .. N
Trying to apply Rule : export_message
ant2: buffer-[[incoming_message, [[1, 1], 15]]]

— CYCLE: 6 -
CELL: ant2 OBJECTS: [[state, taking], [incoming_message, 1, 1j,
15]],
[memory,...],...] TYPE: ant
CELL: antl OBJECTS: [[state, inactive], [memory,...], ... ] TYPE:
ant

=+  Computation Cycle for Cell: ant2
----[transformation_rule(takenotenoughfood, ant2, ... ]
Trying to apply Rule : takenotenoughfood
ant2: buffer-[[state, hungry], [memory, [[1, 1], 45, 50, 5,
15]],...]

The complete specifications of the ants model in XMDL and itsPP. (as a result
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of the transformation process), both languages’ manualgedisas the output of the
model’s animation can be found in [17].

6 Discussion

So far, we presented a transformation of a (static) CXM mealal (static) PPS model.
One could enhance the PPS model with features that deal withtemtial dynamic
structure of the system. For instance:

e if an ant starves to death, it should be removed from the PR&mo

e if another ant becomes part of the system, a new cell shoujgberated;

e a bond between two cells should be generated only if two aotgerno the same
position;

e a bond between two cells should cease to exist if two ants er@inthe same
position.

All the above issues can be dealt with by additional rulesP&, such as cell division,
cell death, bond-making rules etc. For the first example]laleath rule such as:

#cell_death_rule dr ( [memory *(?pos, 0, ?ft, ?fdr, ?mfp)] ) :
ant -> +

will do (the ant dies when it has no more food reserves, asatdd by the second
memory element). Similarly, a bond-making rule such as:

#bond_making_rule neighbours
( when [ memory =*(?pos, ?fl, ?ftl, ?fdrl, ?mfpl) ] : ant
and [ memory *(?pos, ?f2, ?ft2, ?fdr2, ?mfp2) ] : ant ).

will produce a bond between two ants in the same position.

Up to date, the transformation of XMDL into PPSDL is almosityflautomatic. The
only feature that is dealt with manually at the moment is taagformation functiofi’,
that is, how the output message of one cell can have the estjumiput format of another
cell. For the time being, the compiler provides a templatetlie message (a tuple of
undefined terms) allowing the user to fill in the correct valganames that correspond
to the actual content of this message. The reason for thigighere is no obvious way
to link XMDL-c source code with the XMDL code of a model and ctathe variables
of the two codes. It is thought that an external function (ekdProlog code that does
the message formation) may solve the problem.

Another improvement that should be made is in the definitafrebjects. XMDL code
that defines different models might have the same identifedesring to different types
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(e.g. enumerated sets). When these are compiled to PPSI2I_tbeg result in conflict-
ing definitions of the same object. On the contrary, it woutddesirable that PPSDL
allows encapsulation, that is, facilitates the definitibolgects that belong to different
types of cells, even with the same identifier. This is leftéallesigned and implemented
in PPSDL in the near future, together with other improveraasuniggested by the com-
munity of researchers who might want to use PPSDL and PP&i8ys

7 Conclusions

We presented an automatic transformation from XMDL, a laggused to model Com-
municating X-machines, into PPSDL, a language used to nRalallation P Systems.
The implemented compiler is based on principles of tramsédion reported in previ-
ous work. The benefit we gain from such a transformation isweatake advantage of
existing CXM models that have been verified in order to enkahem with features
that refer to the dynamic reconfiguration of their structu@mce the CXM model is
compiled into a PPS model, one can add more PPS rules thawiealivision, differ-
entiation and death of cells. The resulting model can beesstally animated by the
PPS-System, which simulates the computation that takes pla
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PPS PPSDL syntax Informal semantics ‘
- ) B Objects In cells defined as either singletons or tuples usmmy pre-
4 #object  (objname) =(type-name,,...) defined types. The union of all objects form the alphabet.
K #eell _types = (cell_typex,...,cell typen) Cell types defined as an enumerated set of labels
#Cell _names = ) . " . - "
{cell_name cell_namen} Cells defined as set of identifiers present in the initial ganfition
_ T1y-eos = n
#graph  graph-name = The initial graph configuration as set of tuples of commuiiicpcells’
v {(cell_namey, cell_names), ...} names
wg #env _objects =  {obj1,0bj2,...} Environment objects defined as an enumerated set of objects
. . Individual cells defined as a tuple of the multiset of objéb&y contain
C; = (w;, t;) | #eell  (cell.namer) @ ([obj1, obja, . . .], cell_type). and their cell type P Jeney
#transformation rule  rule_name
(a—b) ([ obji,...] > [ obji,...]): celltypes, Transformation rule
t if condi (andlor)  conda,..., (for a particular cell type)
where informative_expression.
(a:b, in) #communication _n _rule  rule_name c icati |
a;b,in)t, ) . . ommunication rule
(a; b, enter): ( when [ objy, .. ] recewg [ Ob]“""] (importing objects)
(from _cell | from _environment )) : cell _type.
#communication _exit _rule  rule_name
(a, exit, b) ( when [ obji,...] ( send _to _cell Communication rule
’ ot | send _to _environment) [  obj,,...] ) : (exporting objects)
cell_type.
#differentiation rule  rule-name
(a)r — (b)p | ([ obji,...]) = cell-typer Differentiation rule
> ([ obji,...]) : cell_types.
#division  rule  rulename ([ obji,...]) :
EZ))Z(C_)Z cell_type Division rule
> obji,...]) : celltype ([ objj,...]) * celltype.
(a), — 1 #:ifath rule  rulename ([ obji,...J) © cell type Death rule
#bond _-making _rule  rule_name
(i,z1;22,7) | (When [ obji,..] 1 cell_type Bond-making rule
and [ obji1,...] : cell_type ).
#define  identifier = user defined Defines types of values to be used in all consiructs. User et

| set operations | built-in type | tuple

types include enumerated sets, sequences, etc., whilatmpeinclude
unions, Cartesian products (tuples) etc.
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Given a computational modéi(, and a “reasonable” encoding functioh :

M — {0,1}" that encodes any computation devité of M as a finite bit
string, we define theescription sizelse (M) of M (under the encoding) as
the length of©(M). The description sizése (M) of the entire clas3( (under
the encoding) can then be defined as the length of the shortest bit striamig th
encodes ainiversaldevice ofM, that is, the minimum of the description sizes
dse (M) for M that varies over the set of universal devices containedi(in
In this paper we compute upper bounds to the descriptionddizeree com-
putational models, namely, deterministic register maeirspiking neural P
systems and UREM P systems. Then we compute (lower bountiset@dun-
dancyof each of these models, as the ratio between their desuripize and the
description size of a fixed universal deterministic regist@chine, here taken
as a reference. These computations open the way and pravriue fgst partial
answers to the following intriguing question: what is thenimiial (description)
size of a universal computing device?

1 Introduction

As it is well known, the Church—Turing thesis states thatgwemputable function is
Turing computable, which means that there exists a (detestid) Turing machine that
computes it. Further, a classic result in the Theory of Cotatan states that there ex-
ists a (deterministic) universal Turing machibighat, given any (deterministic) Turing
machine)M and its input/, is able to simulate the execution df with I as input. The
simulated machin@/ has of course to be encoded in an appropriate way to be given as
inputtoU.

However, Turing machines are by no means the only inter@stirmputation devices
investigated in the literature: there are, for examplegsgwariants of register (also
counter) machines [17, 14], Post’s tag systems [21], thétintalculus [13, 3], sev-
eral variants of P systems [19, 20, 29], and many others. @oinfy the Church—Turing
thesis, all these systems can be simulated by determifisting machines; when also
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the converse simulation can be performed we say that thesmonding computation
device isTuring completeor universal since by simulating a universal Turing machine
we are able to compute any Turing computable (that is, pag@rsive) function. In-
deed, this is what happens with all the computation devicestioned above, at least
in their general (unrestricted) version; indeed, an irging direction of research in the
Theory of Computation consists into putting some constsdimthe features which are
used by the devices to perform their computations, and se¢h&hthey still reach the
computational power of (unrestricted) Turing machines.

Looking for small universal computing devices is a natural avell investigated topic
in computer science: see e.g. [14, 26, 16, 22-24, 15, 28]éssit computational mod-
els, [25, 8, 5] for tissue and symport/antiport P systemg, 42 for universal cellular
automata such as Conway’s Game of Life and Wolfram’s Rule &t@ [18] for spik-
ing neural P systems. A related question that we try to answibis paper is: What is
the size of thesmallestuniversal computation device? Of course we must agree on the
meaning of the term “size”; as we will see in the next sectiba,size of a given device
may depend on several parameters (for example, the numtegisters and the number
of program instructions when speaking of register machimvasose number and possi-
ble values vary depending on the device under considerdfiging to find a common
unit to measure the size of different computation deviceseiction 3 we will define
thedescription sizeof a computation device as the number of bits which are netxled
describe it. Precisely, for a given model of computafiérfor example, register machi-
nes), we will define an encoding functiéh: M — {0, 1}* that associates a bit string
to every computing devicg/ taken fromM; the description sizése (M) of M (under
the encoding) will be the length of the bit strin@ () ), whereas the description size
of the entire clas31 will be the minimum between the description sizls (M) for M
that varies over the set ahiversalcomputing devices containedM. In this paper we
start a quest for the shortest possible bit string that dessra universal computation
device; in other words, we look for a computational modeland an encoding func-
tion € : M — {0, 1}* such that\l contains at least one universal computation device
anddse(M) is as low as possible. To this aim, we will compute the deforipsize of
randomly generated deterministic register machinesjmspikeural P systems [11] and
UREM P systems [6], as well as the size of a spesifiall universal instance of each
of these computational models. Then, by taking deterninisgister machines as the
reference model, we will compute the redundancy of the twmbrane computing de-
vices here considered as the ratio between their desaripii@ and the description size
of the smallest (to the best knowledge of the authors) usaleteterministic register
machine currently known. As a result, we will have an idealdlhow verbose are such
models of computation in catching the notion of univergalit

A word of caution is due: with our work, we are not saying tha tmost compact
computational model is the best: a computation device @tiires a lot of features to
perform its computations may be more interesting than sthecause of many reasons.
A notable example is given by traditional P systems, whose&tre and behavior are
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inspired from the functioning of living cells; the amounttb&oretical results and appli-
cations reported in the bibliography of [29] is certainlyiadication of how interesting
is such a model of computation.

The paper is structured as follows. In section 2 we brieflaliethe definition of the
computational models we will work upon: deterministic g machines, spiking neu-
ral P systems and UREM P systems. In section 3 we will definecantpute the de-
scription size offandomly choseinstances of all these models. We will also consider
a universal instance (taken from the literature) of eachheké models, and we will
compute both its description size and the redundancy wiheet to the smallest (to
the best knowledge of the authors) currently known deteistilmregister machine. In
section 4 we draw some conclusions, we criticize some liofitsur approach and we
propose some directions for future research.

2 Some (universal) models of computation

Let us briefly recall the three computational models that vileuse to investigate the
description size and the redundancy of universal computéwces.

2.1 Deterministic register machines A deterministicn—register machinés a con-
structM = (n, P,m), wheren > 0 is the number of registers’ is a finite sequence
of instructions bijectively labelled with the elements bétset{0,1,...,m — 1},0is
the label of the first instruction to be executed, amd- 1 is the label of the last instruc-
tion of P. Registers contain non-negative integer values. Theuastms of P have the
following forms:

e j:(INC(r),k), withj k€ {0,1,...,m—1}andr € {0,1,...,n -1}
This instruction, labelled with, increments the value contained in registeand
then jumps to instructioR.

e j: (DEC(r),k,1),withj, k,1€{0,1,...,m—1}andr € {0,1,...,n— 1}
If the value contained in registeris positive then decrement it and jump to in-
structionk. If the value ofr is zero then jump to instructioi(without altering the
contents of the register).

Computations start by executing the first instructionoflabelled with0), and termi-
nate when the instruction currently executed tries to jumiabelm.

Formally, aconfigurationis a(n + 1)-tuple whose components are the contents of the
n registers, and the label of the next instructionfbfo be executed. Amitial config-
uration is a configuration in which the input valu¢s,, ..., n,) € N® are stored in
registerd) to « — 1, all the other registers are setpand the label of the next istruction
to be executed is also set@oA final configuratioris a configuration in which the label
of the next instruction is equal ta. A computationstarts in the initial configuration,
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and proceeds by performing computation stepsofputation steponsists of execut-

ing the current instruction, modifying accordingly the temts of the affected register
and the pointer to the next instruction to be executed. A agatn halts if it reaches a
final configuration. The contents of the registers in the fawadfiguration are regarded
as the result of the computation. A non—halting computadio®s not produce a result.

Register machines provide a simple universal computatioodel. Indeed, the results
proved in [7] (based on the results established in [17]) dbagean [9] and [10] imme-
diately lead to the following proposition.

Proposition 1 For any partial recursive functiory : N — NP there exists a de-
terministic (max{a, 8} + 2)-register machinel/ computingf in such a way that,
when starting with(nq,...,n,) € N¢ in registers0 to « — 1, M has computed
f(ni,...,nq) = (r1,...,7rg) if it halts in the final labeln with registers0 to 5 — 1
containingr; to r3, and all other registers being empty; if the final label canhhe
reached, therf(nq, ..., ns) remains undefined.

2.2 Spiking neural P systems Spiking neural P systems (SN P systems, for short)
have been introduced in [11] as a class of synchronous |lekaald distributed compu-
ting devices, inspired by the neurophysiological behasfareurons sending electrical
impulses along axons to other neurons.

In SN P systems the cells (also calleduron$ are placed in the nodes of a directed
graph, called thesynapse graphThe contents of each neuron consist of a number of
copies of a single object type, called thgike Every cell may also contain a number
of firing andforgettingrules. Firing rules allow a neuron to send information toesth
neurons in the form of spikes, which are accumulated at tigetaells. The applicabil-
ity of each rule is determined by checking the contents ofntngron against a regular
set associated with the rule. In each time unit, if a neurenuse some of its rules then
one of such rules must be used. The rule to be applied is nemdigiistically chosen.
Thus, the rules are used in a sequential manner in each nearbneurons function
in parallel with each other. Observe that, as usually hapjgemembrane computing,
a global clock is assumed, marking the time for the wholeesyshence the function-
ing of the system is synchronized. When a cell sends out spikeecomes “closed”
(inactive) for a specified period of time, that reflects thieagtory period of biological
neurons. During this period, the neuron does not accept nputs and cannot “fire”
(that is, emit spikes). Another important feature of biotad neurons is that the length
of the axon may cause a time delay before a spike reachesget.téth SN P systems
this delay is modeled by associating a delay parameter to rede which occurs in the
system. If no firing rule can be applied in a neuron, there neathk possibility to apply
aforgetting rule that removes from the neuron a predefined number of spikes.

Formally, aspiking neural membrane syst€¢8N P system, for short) of degree > 1,
as defined in [12] in the computing version (i.e., able to takenput and provide and
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output), is a construct of the form
I1=(0,01,09,...,0m,syn,in,out),
where:

1. O = {a} is the singleton alphabei {s calledspike;

2. 01,09,...,0, areneuronsof the formo; = (n;, R;), 1 <i < m, where:
(&) n; > 0is theinitial number of spikesontained inv;;
(b) R; is afinite set ofulesof the following two forms:

(1) firing (alsospiking)rulesE/a® — a;d, whereFE is a regular expression
overa, andc > 1,d > 0 are integer numbers; ' = a¢, then itis usually
written in the simplified formu© — a; d; similarly, if d = 0 then it can
be omitted when writing the rule;

(2) forgettingrulesa® — A, for s > 1, with the restriction that for each
rule E/a® — a;d of type (1) fromR;, we haven® ¢ L(F) (the regular
language defined bg);

3.syn C {1,2,...,m} x {1,2,...,m}, with (i,7) &€ syn for1 < i < m, is the
directed graph ofynapsebetween neurons;

4. in,out € {1,2,...,m} indicate theinput and theoutputneurons oflI, respec-
tively.

Afiring rule E/a¢ — a;d € R; can be applied in neuran if it containsk > ¢ spikes,
anda® € L(E). The execution of this rule removesspikes fromo; (thus leaving

k — c spikes), and prepares one spike to be delivered to all theonsu; such that
(i,4) € syn. If d = 0 then the spike is immediately emitted, otherwise it is esxitt
after d computation steps of the system. As stated above, durirsg theomputation
steps the neuron osed and it cannot receive new spikes (if a neuron has a synapse to
a closed neuron and tries to send a spike along it, then tiidtydar spike is lost), and
cannot fire (and even select) rulesfakgettingrule a® — )\ can be applied in neuran

if it containsexactlys spikes; the execution of this rule simply removes all sfspikes

from o;.

A common generalization of firing rules was introduced in[@] under the name of
extended rulesThese rules are of the fordi/a¢ — a?;d, wherec > 1, p > 1 and

d > 0 are integer numbers. The semantics of these rules is the asuaisove, with the
difference that now spikes are delivered (aftéitime steps) to all neighboring neurons.

Theinitial configurationof the system is described by the numbetsns, . .., n,, of
spikes present in each neuron, with all neurons being operin@®the computation, a
configuration is described by both the contents of each meanal itsstate which can
be expressed as the number of steps to wait until it becomess @ero if the neuron is
already open).
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A computationstarts in the initial configuration. In order to compute adtion f :

N — N (functions of the kindf : N® — N#, for any fixed pair of integers. > 1
and3 > 1, can also be computed by using appropriate bijections fistmand N2

to N), a positive integer number is assigned as input to the Bpédénput neuronn.

In the original model, as well as in some early variants, theber is encoded as the
number of time steps elapsed between the insertion of twespnto the neuron. To
pass from a configuration to another one, for each neuroreasehosen among the set
of applicable rules, and is executed. Generally, a comjpmtatay not halt. However, in
any case the output of the system is considered to be the kixpsasl between the arrival
of two spikes in the designated output celk. Other possibilities exist to encode input
and output numbers, as discussed in [12]: as the numberl#spontained in neuron
in (resp.,out) at the beginning (resp., the end) of the computation, asntimber of
spikes fired in a given interval of time, etc.

In [11] it is shown thagenerative(nondeterministic) SN P systems are universal, that
is, can generate any recursively enumerable set of naturabers. Moreover, a char-
acterization of semilinear sets is obtained by spiking akBrsystems with a bounded
number of spikes in the neurons. In [18] two small deterntimisniversal SN P systems
are defined, one containing only standard rules, #dtheurons, and one containing ex-
tended rules, with9 neurons. Their universality is proved by simulating detiigtic
register machines, by using appropriate modules to reathfh spike train, to simu-
late INC and D EC instructions, and to produce (if and when the computatiothef
simulated register machine halts) the output spike train.

2.3 UREM P systems P systems with unit rules and energy assigned to the mem-
branes (UREM P systems, for short) have been introduced ias[@ variant of P sys-
tems in which a non—negative integer value (regarded as au@iof energy) is as-
signed to each membrane of the system. The rules are ass@tedmembranes rather
than to the regions of the system, and operate like filtersdbiatrol the movement of
objects (symbols of an alphabet) across the membranes.

Formally, a UREM P system [6] of degrdet 1 is a constructlI of the form:
= (Auu7€0)'"7€daw07"'7wdaR07"'7Rd)
where:
e Ais an alphabet obbjects

e 11 is amembrane structurevith the membranes labelled by numbeys. ., dina
one-to-one manner;

e ¢y, ...,cqaretheinitial energy values assigned to the membranes, d. In what
follows we assume that, . . ., e; are non—negative integers;

e wyp,...,wy are multisets oved associated with the regio0s. . ., d of y;

e Ry,..., Ry are finite sets olinit rulesassociated with the membrangs. ., d.

Each rule has the forrfw : a, Ae, b), wherea € {in,out}, a,b € A, and|Ae| is
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the amount of energy that — fake > 0 — is added to or — forAe < 0 —is
subtracted frone; (the energy assigned to membrahdy the application of the
rule.

By writing («; : a, Ae,b) instead of(« : a, Ae, b) € R;, we can specify only one set
of rulesR with R = {(«a; : a,Ae,b) : (a:a,Ae,b) € R;, 0 <i<d}.

The initial configurationof IT consists ofeg, ..., eq and wy, ..., wy. The transition
from a configuration to another one is performed ryn-deterministicallychoosing
one rule from some&r; and applying it (observe that here we consideseguential
model of applying the rules instead of choosing rules in aimalty parallel way, as it
is often required in P systems). Applyitign; : a, Ae, b) means that an objeat(being
in the membrane immediately outside:pfs changed inté while entering membrane
i, thereby changing the energy valeeof membrane by Ae. On the other hand, the
application of a ruléout; : a, Ae, b) changes object into b while leaving membrang
and changes the energy vakyeoy Ae. The rules can be applied only if the amount
of energy assigned to membrantulfills the requirement; + Ae > 0. Moreover, we
use some sort of local priorities: if there are two or moreleple rules in membrane
i, then one of the rules withax | Ae| has to be used.

A computations a sequence of transitions; it $siccessfuif and only if it halts. The
resultof a successful computation is considered to be the distoibof energies among
the membranes (a non—halting computation does not prodresudt). If we consider
the energy distribution of the membrane structure as thetitgppbe processed and the
resulting output, we obtain a model for computing functiohthe kind f : N* — NF,
for any fixed pair of integersa, 3 > 1. The following result, proved in [6], establishes
computational completeness for this model of P systems.

Proposition 2 Every partial recursive functiorf : N — N# can be computed by a
UREM P system with (at mostjax{«, 5} + 3 membranes.

The proof of this proposition is obtained by simulating detmistic register machines.
In the simulation, a P system is defined which contains onaaikary membrane into
the skin for each register of the simulated machine. Theasuatof the register are ex-
pressed as the energy valgeassigned to théth subsystem. A single object is present
in the system at every computation step, which stores thel laibthe instruction of
the programP currently simulated. Increment instructions of the kind(INC(3), k)
are simulated in two steps by using the rulés; : p;,1,p;) and (out; : p;,0,px).
Decrement instructions of the kind: (DEC(i), k, 1) are also simulated in two steps,
by using the rulesin; : p;,0,p;) and(out; : p;, —1,px) or (out; : p;,0,p;). The use
of priorities associated to these last rules is crucial toemily simulate a decrement
instruction. For the details of the proof we refer the readdb].
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We conclude this section by observing that if we just wanteach Turing complete-
ness with UREM P systems it is not necessary to exploit neitbadeterminism nor
the membrane structure: as stated above, a sidgtierministicsystem which is com-
posed by a skin that contains an elementary membrane foregister of the simulated
register machine suffices. It will be thus interesting to suga how redundant is this
universal model of computation with respect to the more cachdeterministic register
machines. We also observe that the use of local prioritiéssiiead important, since
by omitting them we do not get systems with universal comjiutal power. Precisely,
in [6] it is proved that (nondeterministic) UREM P systemsheiut priorities and with
an arbitrary number of membranes characterize the fafiy/ AT* of Parikh sets
generated by context—free matrix grammars (without o@nae checking and with-
rules).

3 Description size

As stated in the Introduction, we define tthescription sizef a given computation de-
vice M as the length of the binary string which encodes the streaitit/. Since this is
an informal definition, we have to discuss some technicédities that immediately
arise. First of all, for any given computational modél(register machines, SN P sys-
tems, etc.) we have to find a “reasonable” encoding fundtiorM — {0,1}*, in the
sense given in [1]. Such a function should be able to enaogleomputation devicéd/

of M as a finite bit string. When this string is interpreted (tlsatiecoded) according to
a specified set of rules (thdecoding algorithry the decoder unambiguously recovers
the structure of\/. In order to avoid cheating — by hiding information into theced-
ing or decoding algorithms — we ask to consider only reastenafcodings that satisfy
the following requirements.

1. For each model of computation, the encoding and decodijogitnms are fixed a
priori, and their representation as a program for a detestinregister machine
or as a deterministic Turing machine have a fixeite length Note that, when
computing the description size of a given device, we will omtint the size of the
encoding and decoding algorithms; moreover, instead ofiédlly specifying such
algorithms, we will only providenformal instructions on how to encode and de-
code our computation devices. An alternative approachfatiotved in this paper,
consists of minimizing the size of the decoding — and, pdgséimcoding — algo-
rithm (that is, its Kolmogorov complexity) together withetlength of the encoded
strings.

2. With the selected encoding algorithm it should be possibtescrib@nyinstance
of the computational model under consideration (for examahy deterministic
register machine). Encodings that allow to represent inrg @@mpact form only
one or a few selected instances of the computational modekgample, all the
register machines whose progrdfrcontains exactly five instructions) are not con-
sidered acceptable.
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Another point to consider is the following: Given an encagfanction for a compu-
tational model, how much should we care about the fact thatoitluces the shortest
possible bit strings? On the one hand, we clearly prefertbiigs which are as short
as possible. On the other hand, without loss of generalitgaverestrict our attention
to encodings that produce strings whose length is polynlowith respect to the pa-
rameters that determine the size of the encoded deviceXémple, the number of
registers and the length. of the programP in deterministic register machines). All
such encodings produce strings whose lengths differ by at mpolynomial amount,
and thus we could be tempted to accept such differences aidkde work with handy
but verbose encodings rather than with more compact butialsomfortable ones. In
order to find results which depend as little as possible orchiusen encoding, when
calculating the description size of our universal instangfthe computational models
here considered (deterministic register machines, SN esgsand UREM P systems)
we will use (when feasible) trentropyof the encoded string to determine its description
size. This behavior is justified by the fact that optimal epy-based lossless compres-
sions, such as the Huffman encoding, produce binary stiigsse average length is
as near as possible to the entropy (that is, the average darabinformation) of the
uncompressed input string. Of course many other losslespiEssion algorithms may
be used, but we will not consider them in this paper.

We can look at any computational model as a family of comjriatevices, whose size
depends upon a prefixed collection of parameters. For exarti@ class of all deter-
ministic register machines is composed by machines whigh haegisters and whose
programs are composed by instructions, for all possible integers> 1 andm > 0.

Denoted byM a computational model, and k.1, no, ..., ni) the non—-negative in-
teger parameters upon which the size of the computing dewdtd( depend, we can
writt M = U, ., {M(n1,....nx)}, where M (ny, ..., ny) is the instance oM

(that is, a specific computation device) for which the paramsehave the indicated val-
uesni,...,ng.

LetC: M — {0, 1}* denote a fixed encoding of, and letM/ be a computation device
from M. By dse(M) = |C(M)| (the length of©(M)) we will denote the description
size of M, obtained by using the encodifgand bydse (M) we will denote the length
of the most compact representation — produced by the engadigorithm ofC — of a
universalcomputing device taken from the clasg that is:

dse(M) = min{dse(M) : M € M s universa}

By definition, for any fixed universal computing devité € M the valueise (M) is an
upper bound forlse (M). We say that a universal computing devieg € M is opti-
mal (referred to the description size, for a prefixed encoding dse(M*) = dse(M).
Given two classes of computational deviddsand M’ (with possiblyM = M’), we
define theredundancyof a universal computation devicel’ € M’, with respect to

the computational modé¥l and the encodin@, asRy.c(M') = ‘f;‘;((]‘]/v[[,)). Similarly,

we define the redundancy of a computational madél(with respect taM and ) as
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Ryt,c(M') = ‘2?;((3‘36[/)). Finally, by lettingC vary on the class of all possible “reason-
able” encodings, for any computational modsisandM’ we can define:

ds(MW)
ds(M)

ds(M) = min{dsc(M)}  and  Roc(W) =

that is, the description complexity &ft and the redundancy 6¥(’ with respect taM,
respectively.

Let us note that the quantitids (M) anddse (M), for some fixed computational model
M and encoding®, may be difficult to find, as it usually happens with theoratic
bounds. Hence in general we will obtain upper bounds to tlgesatities, and thus
lower bounds for the corresponding redundancies. The final gf the research line
set out with this paper is to find a universal computationatsM and an encoding
C: M — {0,1}* whose description sizése(M) is as low as possible, and even-
tually an optimal instancé/ € M. In this way, no other modeM’ that contains
a universal computation device would haigM') < dse(M), and hence the value
dse(M) = dse(M) could be regarded as tliescription size complexitf universal-
ity: in other words, it would be the minimal number of bits whick aeeded to describe
the ability to compute Turing computable (that is, partedursive) functions.

In the next subsections we will compute the description sizeandomly generated
computing devices taken from the classes recalled in selti@eterministic register
machines, spiking neural P systems and UREM P systems. Weenill also compute
the description size of a small universal device taken fraiwheof these classes, with
respect to a prefixed encoding, thus providing upper boumdtiset description sizes of
the whole classes.

In what follows, for any natural number we will simply denote bylg n the number
[log, n] + 1 of bits which are needed to represeri binary form.

3.4 Deterministic register machines Let DRM denote the class of deterministic
register machines. In order to encode a particular machine DRM we first have to
specify the number of registers (that will be numbered frobrto n— 1) and the number
m of instructions (numbered frofto m — 1) that compose the prografm. These will
be the parameters upon which the sizeMdfwill depend. Denoted by DRIk, m)
the subclass of register machines that havegisters and programs composednof
instructions, we can thus write DRM(3,,».; ,,,~o DRM(n,m).

Let M € DRM(n,m) be a register machine, and [Btdenote its program. To describe
a single instruction of?, we need 1 bit to say whether it is dd&VC or a DEC in-
struction,lg n bits to specify the register which is affected, dgah bits (resp.2 - lgm
bit) to specify the jump label (resp., the two jump labelg)ttee INC' (resp.,DEC)
instruction.
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. (DEC(6),9, INC(6),10)
10 : (DEC(4),0,11) 11: (DEC(5),12,13)
12 : (DEC(5), 14, 15) 13: (DEC(2),18,19)
14 : (DEC(5),16,17) 15 : (DEC(3),18,20)
16 : (INC(4),11) 17: (INC(2),21)
18 : (DEC(4),0,22) 19 : (DEC(0),0,18)
20 : (INC(0),0) 21: (INC(3),18)

Fig. 3.1 The small universal deterministic register machine defindd4]

A simple encoding of a deterministic register machine hgvimegisters anan instruc-
tions is a sequence of blocks, each composed bf-1g n+1g m or 1+1g n+2-1gm bits,
encoding the corresponding instruction/f In order to correctly and unambiguously
decode a bit string that encodes a register machine from DRM), we also need to
store in a separate place the numbeendm; this will require furtherlg n + 1g m bits.

For arandomly chosefand thus, possibly, non—universal) machifec DRM(n, m),
about half of the instructions aP will be INC's and half will beD EC's; hence the
description size of\/, with respect to the encodingwe have just defined, will be:

dse(M):%[1+1gn—|—lgm]+%[1+lgn+2-lgm]

3
:m-[1—|—lgn]+7mlgm

In order to compute an upper boundde(DRM) we have instead to restrict our at-
tention touniversalregister machines. In [14], several universal registermrees are
described and investigated. In particular, gmeall universal register machine depicted
here in Figure 3.1 is defined. This machine has- 8 registers andn = 22 instruc-
tions. However, recall that we need a further label (22) tib th@ execution ofP any-
time by simply jumping to it, and thus we put = 23. The number of bits required
to store these values aseand5, respectively. The encoding of this machine produces
a bit string which is composed @& blocks, one for each instruction &f. Each reg-
ister will require3 bits to be specified, and each label will requirbits. If we denote
INC instructions by &), and DEC' instructions by al, then the first block will be

1 001 00001 00010, where we have put a small space to make clear how the block is



276 How Redundant is your Universal Computation Device?

formed: the firstl denotes & EC instruction, which has to be applied to register num-
ber1 (= 001), and the two labels to jump to when we have executed theuictstn are

1 (= 00001) and2 (= 00010). Similarly, the block that encodes the second instruction
is 011100000 (here we have omitted the unnecessary spaces), whereatsitigetisat
encodes the whole machiié is:

10010000100010 011100000 011000011 11010001000100
11100010100011 010100110 11110011101000 000100100
11100100100000 011001010 11000000001011 11010110001101
11010111001111 10101001010011 11011000010001 10111001010100
010001011 001010101 11000000010110 10000000010010
000000000 001110010

Here the spaces denote a separation between two conseglotks; of course these
spaces are put here only to help the reader, but are not regd¢esdecode the string.
We can thus conclude that, referring to the encodirgiven above:

dse(M) =14%13+9%9 = 182+ 81 = 263

Since our final goal is to find the shortest bit string that efesoa universal computation
device, we could wonder how many bits we would savebspressinghe above se-
quence. Many compression algorithms exist, that yield fiedint results. Here we just
consider entropy-based compressors, such as the Huffrgaritaim, and we compute
a bound on the length of the compressed string. If we lookeathove bit string, we
can see that it contairi$4 zeros and 09 ones. Hence in each position of the string we
have the probability, = 121 that a0 occurs, and the probability; = 122 that al
occurs. By looking at the output of the encoding algorithra aeemorylesmformation
source, we can compute the entropy of the above sequentep¢agures the average
amount of information carried by each bit of the string:

H(M) = —po logy po — p1logy p1 = 0.979

Now, by applying an optimal entropy-based compressor wedvobtain a compressed
string whose length is approximately equal to the lengthhef itncompressed string
times the entropy, that i$263 - 0.979] = 258 bits. Such a quantity is less tha63, but
of course is still an upper bound #ts(DRM), the (unknown, and possibly very difficult
to determine) description size complexity of determiwiséigister machines.

These results can be compared with those obtained by ohgehat (of course) also
Figure 3.1 depicts an encoding of the register machine: bgrigg the spaces, carriage
returns and the labels in front of each instruction, we cagragent the machine as
(DEC(1),2)(INC(7),0)(INC(6),3) ... that, expressing each character in standard
7-bit ASCII code, produces a string @841 bits (= 263 - 7, exactly seven times the
length obtained with the previous encoding), contairlifg2 zeros and’59 ones. The
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probability that a) occurs in such a string is thys = 1232 ~ 0.588; similarly, the

probability that al occurs isp; = {2 ~ 0.418, and thus the entropy i (M) =

—po logs po — p1 logs p1 &~ 0.978. As we can see, we have obtained almost exactly the
same value for the entropy that we obtained with the preveneding (indeed, we
performed our computation using three decimal digits, eehe third decimal digit of
the result could be wrong due to roundings). This time, haxdyy compressing the
encoded string by means of an optimal entropy encoder wednahthin abouf1841 -
0.978] = 1801 bits. This result confirms that the first encoding has to béepred if

one looks for compact representations.

As stated above, the choice of a different category of (&ss9Icompression algorithms
may Yyield to different string lengths. Moreover, even if westrict our attention to
entropy-based compressors the fact that we have modekedutput of the encod-
ing algorithm as a memoryless information source is queatite. In fact, it is clear
that when we encouter@at the beginning of a new block that encodes an instruction
of the register machine then we already know thhits will follow, instead of13, since

we are reading afi N C' instruction. This means that the occurrence of the bits é& th
sequence does depend somehow upon the bits which haveyatread emitted by the
source, and to capture this dependence we should use a smaoeed with memory,
such as a Markovian source.

3.5 Spiking neural P systems Let us denote by SNP the class of SN P systems.
In order to encode a particular systdin € SNP, we have to specify the following
parameters:

thedegreem, that is, the number of neurons;

the total numberR of rules contained in the system;

the maximum numbet’ of spikes consumed by any rule in the system;
the maximum delay that occurs in the rules.

In order to describe the synapse graph (which is a directapghymwithout self-loops)
we needn? — m bits. To describe a forgetting rutg — \ we needl bit to distinguish

it from spiking rules, andg C' bits to represent the value of On the other hand, to
describe a firing rulé® /a® — a; d we need! bit to distinguish it from forgetting rules,
lg C bits to represent andlg D bits to represend; moreover, we need some bits to
describe the regular expressién In general, there are no limitations to the length of
a regular expression, but by observing the systems desciibfL8] we note that the
following five types of expressions suffice to reach compoite! completeness:

a, a*, @ a(aa)t, a(aa)*
and thus we will restrict our attention to systems that contanly these kinds of
regular expressions. Of course this restriction will inflae our results; any differ-
ent choice of the set of regular expressions is valid, pedithat the class of SN
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P systems thus obtained contains at least one universalutatigm device (if one
is interested in finding an upper bound to the descriptior sizSN P systems). To
specify one of the above five expressions we ngdits, and hence we need a to-
tal of 1 + lg C bits to describe a forgetting rule, and+ 3 + 1lgC + lg D bits to
describe a firing rule. On the averagerandomly generatedSN P system withRR
rules will contain abou% firing rules and§ forgetting rules, and thus we will need
B1+1gCl+ £ [4+1gC +1g D] = R[1 +1gC] + £ [3 +1g D] bits to encode them.

A simple encoding of an SN P systefi{m, R, C, D) of degreem, having R rules
that consume at most spikes each, and whose delays are less than or equa| i®

a sequence af: blocks — one for each neuron — followed by theé? — m bits that
encode the structure of the synapse graph. For each neuedmawve to specify the list
of its rules; since each neuron may have a different numbeules, we could put an
additional bit in front of the encoding of each rule, to sipwaether such a rule is the
last in the description of the neuron. However, in order tcabke to encode also the
empty list of rules, we will put a bit equal tbin front of each rule, and @ at the end of
the list. In this way, when decoding, the presence bf@eans that the next bits encode
a rule of the neuron, whereaslameans that the next bits encode a different neuron.
Using this encoding, the description size of mndomly choserfand thus, possibly,
non-universal) systei is:

R R
dse(H):E[2+lgC]+§[5+lg0+1gD]+R+m2—m=

Z?-I—ngC—i-glgD—i-mQ—m

As we did with register machines, in order to determine arenfpound to the descrip-
tion sizeds(SN P) of the entire class of SN P systems we now turn our attention to
universalsystems. In [18], amalluniversal SN P system is obtained by simulating a
slightly modified version of the small universal determiitisegister machine described
in section 3.1. The modification is needed for a technicaoaalue to the behavior of
SN P systems (see [18] for details); the modified version efrdgister machine has
registers24 istructions and5 labels. Each instruction is simulated through an appro-
priate subsystem; moreover, amPuT module is needed to read the input spike train
from the environment and initialize the simulation, andaurPuT module is needed
to produce the output spike train if and when the computatiotine simulated regis-
ter machine halts. As a result, the universal SN P systemrigposed 0fd1 neurons,
which are subsequently reducedtbby simulating in a different way one occurrence
of two consecutivd NC's and two occurrences of anvC followed by aD EC'. These

84 neurons are used as follon&neurons for the register&2 neurons for the labels,
18 auxiliary neurons for th® I N C instructions,18 auxiliary neurons for th® DEC
instructions,2 auxiliary neurons for the simulation of two consecutié®& C' instruc-
tions,3 - 2 = 6 auxiliary neurons for the two simulations of consecutivéC' — DEC
instructions,7 neurons for thenPuT module, and finally2 neurons for theouTPUT
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module. Considering all these neurons, the system cordaioisl numbe? = 117 of
rules.

For such a system it is uncomfortable to make a detailed aisaby the encoded string
as we did for register machines, and thus we will just deteenitis length. Let us first
note that in such a system we habe= 1 andC = 3, and thusl and2 bits will suffice
to represent any delay and any number of consumed spikpgatdgely. Thed neurons
that correspond to the registers contain two firing ruledheaad thus requiré5 bits
each, for a total ofi 35 bits. The22 neurons associated with the labels contain each
one firing and one forgetting rule, for a total ©f bits that, multiplied by22, makes
242 bits. Each auxiliary neuron involved in the simulation oéth/ NC' instructions
contains one firing rule, and thus requitebits to be described; all th&’ neurons
require144 bits. The same argument applies to il8euxiliary neurons involved in the
simulation of thed D EC' instructions, thus adding furthér4 bits. The two auxiliary
neurons used to simulate two consecufiéC' instructions also contain one firing rule
each, thus contributing with6 bits. The same applies to theuxiliary neurons used to
simulate (two instances of) &V C followed by aD EC, thus adding8 bits, as well as
to the7 neurons that are used in thepUT module 66 bits) and the auxiliary neurons
of theouTPUTModule (6 bits).

All considered, we neegl1 bits to describe the rules contained in the neurons. To these
we must add then? — m = 6972 bits needed to describe the structure of the synapse
graph. We thus obtain a total 8773 bits to encode the universal standard SN P system
presented in [18]. This quantity is an upper boundd4g(1I), the description size of the
system under the proposed encoding, which in turn is an upmend tods(SNP), the
description complexity of the class of SN P systems. Tightemds can be obtained by
explicitly computing the encoding df and then compressing it by means of a lossless
COMpressor.

By assumingls(DRM) = 263 andds(SNP) = 7773, an approximated value of the
redundancyf spiking neural P systems with respect to deterministiister machines,
is:

ds(SNP 7773
RDRM(SNP) = ds((DRM)) = 263 ~ 29.56

On the other hand, by assumidg(DRM) = 258 (that results from the computation

of the entropy of the string that encodes the universal detestic register machine
ds(SNP) 7773

depicted in Figure 3.1) the redundancy becomesn (SNP) = o5rss = G5 ~
30.13. These results suggest that the description of a univeféa System is at least
29 or 30 times more verbose with respect to the description of a usaleletermin-
istic register machine. This number can certainly be lod@érg computingds(SNP)
from the entropy of the bit string used to encddieWe are currently performing these
computations; the results will be exposed during the waoksh
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In [18] it is also shown that by allowing firing rules of the erted type it is possible
to build a universal SN P system by using odly neurons. However this time many
neurons havé rules instead o2, and to describe every extended ril¢a© — a?; d we
need also some bits to specify the valuegathat does not occur in standard rules. As a
result, there may be some doubts about what, among the twensysis smaller. To find
out the winner of this competition, let us compute the dgsian size of the extended
SN P system. As reported in [18], this time the system is abirhulate the universal
register machine which is composedrof= 8 registers andn = 23 instructions. The
rules contairl 2 different regular expressions, do not contain delays, hedraximum
number of spikes produced or consumed s Thus we will need!t bits to specify a
regular expressior), bits to represent the delays, ahdits to represent each number of
produced/consumed spikes. THEneurons are used as followsneurons for the reg-
isters,22 neurons for the labeld3 for the D EC instructions for the INPUT module,
and1 for the ouTPuT module. Each extended firing rule requifes- 4 + 4 + 4 = 13
bits to be encoded, whereas a forgetting rule requirest = 5 bits. Recall that each
rule is preceded by &ain a list of rules, while the list itself is terminated withDaEach
of the8 neurons used for the registers contdriging rules @ - 13 4+ 3 = 29 bits), for a
total of 232 bits. Each of th@2 neurons used for the labels containfiring rules andt
forgetting rules ¢7 bits), for a total ofl 474 bits. Each of thé 3 neurons which are used
in the simulation of theD EC instructions contain$ firing rule (15 bits), for a total of
195 bits. Each of thé neurons used in theiPuT module also containsfiring rule (to-
tal: 75 bits), whereas the neuron used in theTPUT module containg firing rules and

1 forgetting rule @5 bits). To all these bits we must add the? — 49 = 2352 bits which
are needed to encode the synapse graph. All considered, tai@ @861 bits, which is
well less than th&773 bits obtained with the first universal SN P system. Hencesras
tighter upper bound tds(SNP) and, assumings(DRM) = 263 or ds(DRM) = 258,
we obtain

4361 4361
RDRM(SNP) = 2—63 ~ 16.58 and RDRM(SNP) = 2—58 ~ 16.90

respectively. Also in this case, tighter bounds can be obthby explicitly computing
the bit string that encodes the universal extended SN Prayatel then compressing
it using a lossless compressor. We are currently perforrttiege computations; the
results will be exposed during the workshop.

3.6 UREM P systems Let UREM denote the class of UREM P systems. As proved
in [6], in order to reach computational completeness we eatrict our attention to
deterministicsystems in which the skin membrane contains one elementamyarane

for each register of the (possibly universal) simulatecedatnistic register machine.
This means getting rid of the membrane structure, saving ef lbits while describing
the system. Similarly, we can restrict our attention to URBPMystems in which the
amountsAe of energy that occur in each rule are taken from the{set, 0, 1}. This
means that for each rulebits will suffice to encode the actual valueAt.
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Under these assumptions, in order to encode a particuleerays € UREM we have to
specify as parameters the numheof elementary membranes contained into the skin,
the numbern of symbols contained into the alphabet, and the nunibef rules that
occur in the system. Then, for each membrane we have to gpeeiflist of its rules.
Just like it happens with SN P systems, in general every mangowill have a different
number of rules, and thus we will prepend the descriptioragherule by a bit equal to

1, and we will conclude each list of rules wittDaTo encode each rulep; : a, Ae, b)

we needl bit to specify whethepp = in or op = out, 2 - lgm bits to specify the
alphabet symbols andb, and2 bits to express the value dfe.

0: (in1 : po,0,D0), (outy : po, —1,p1), (outy : pPo,0,p2)

1: (in7 : p1,1,p1), (outr : p1,0,po)

2: (ing : pa2, 1,D2), (outs : p2,0,p3)

3: (ins : p3,0,p3), (outs : p3, —1,p2), (outs : p3,0,ps)

4: (ing : psa,0,p4), (outs : pa,—1,ps5), (outs : pa,0,p3)

5: (ins : ps, 1,D5), (outs : ps,0,p6)

6 : (in7 : ps,0,D6), (out7 : ps, —1,p7), (outy : P, 0, ps)

7:(ing : pr7,1,D7), (outy : p7,0,p4)

8 : (ing : ps,0,Ds), (outs : Ps, —1,pg), (outs : ps,0,po)

9: (ing : po, 1,D9), (outes : Po,0,p10)
10 : (ing : p10,0,P10), (outs : pro, —1,po), (outs : p1o,0,p10)
11: (ins : p11,0,p11), (outs : p11, —1,p12), (outs : p11),0,p13)
12: (ins : p12,0,p12), (outs : P12, —1,p1a), (outs : P12),0, p1s)
13 : (ing : p13,0,p13), (outs : P13, —1,p18), (outs : p13),0, p1o)
14 : (ins : p14,0,p14), (outs : p1a, —1,p16), (outs : p1a), 0, p17)
15 : (ing : p13,0,p13), (outs : p13, —1,pig), (outs : p13),0,p20)
16 : (ing : p16, 1,D16), (outs : p16,0,p11)
17: (ing : p17,1,p17), (outs : P17,0,p21)
18 : (ing : p1s,0,p18), (outs : p1s, —1,po), (outs : p1s), 0, p22)
19: (ing : p19,0,P19), (outo : pro, —1,p0), (outs : pig), 0, pig)
20 : (ing : p20, 1,P20), (outo : Pag, 0, po)
21 : (ing : pa1, 1, p21), (outs : p21,0,pi1g)

Fig. 3.2 A small universal deterministic UREM P system. In each rdw humber on the left
refers to the label of the simulated instruction of the reggisnachine depicted in Figure 3.1
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A simple encoding of a UREM P systef(n, m, R) containingn elementary mem-
branes into the skin, an@ rules that operate om symbols of the alphabet, is com-
posed ofn + 1 blocks, one for each membrane. Each block encodes the ssgjoén
rules associated with the corresponding membrane, ligti@gules as described above.
Each rule require$ + 2 1g m bits to be encoded (one bit is used to indicate that we have
not yet reached the end of the list of rules), for a tote2 &f[2 + 1g m] bits. One bit is
needed to terminate each of thet 1 lists, and thus the description size of the whole
system under the encodiigust proposed is:

dse(Il) =2R[2+1gm]+n+1

A small universal UREM P system (here proposed for the finséjican be obtained by
simulating the small universal deterministic register hine described in section 3.1.
Such a small UREM P system contaims= 8 elementary membranes. As recalled in
section 2.3 (see [6] for details) we need the objgg¢tandp;, forall j € {0,1,...,21},

to simulate the instructions of the register machine, as aghe objecp., to simulate
the jump to the non-existent instruction numBer(to halt the computation), for a total
of m = 45 alphabet symbols. EachV (' instruction of the register machine requires
2 rules to be simulated, whereas edelivC' instruction require$ rules, for a total of
R = 57 rules, depicted in Figure 3.2.

The skin membrane does not contain any rule, and thus thélirsk of the encoding
of I1 is 0. The elementary membrane that simulates registantains the five rules that
correspond to thé NC (line 19 in Figure 3.2) and to th® EC' (line 20) instructions
that affect the contents of registerSincen = 8, we will need3 bits to encode a register
number; similarly, to encode an alphabet symbol we will nked = 1g45 = 6 bits.
The bit string that encodes membrahis thus:

1.0 010011 00 1100111 1 110011 11 000000
NN NN N
in P19 0 P1o out P1o —1 Po
1.1 110011 00 0100101 0 010100 01 110100
NN NN N
out P19 0 P18 n P20 1 P20
1.1 110100 _00 0000000
NN =
out P20 0 Po
where we have encoded as0, out asl, Ae = 0 as00, Ae = 1 as01, Ae = —1

asll, py as thes-bit binary encoding ok € {0, 1, ..., 22} with an additional leading
0, andp;, as thes-bit binary encoding of: € {0, 1, ..., 21} with an additional leading
1. Operating in a similar way for all the elementary membraogsl, we obtain the
following binary string (the spaces denote a separatiowéenh consecutive rules; they
are put here to help the reader, but are not necessary to elfvedtring):
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(Skin membrane)
0

(Membrane 0)
1 001001100110011
1 001010001110100

(Membrane 1)
1 000000000100000
1 000011101100111

(Membrane 2)
1 000110100101101
1 001000101110001

(Membrane 3)
1 000110100101101
1 001010101110101

(Membrane 4)
1 000101000101010
1 101000001110000
1 111001011000000

(Membrane 5)

000001100100011
000010101100101
110101111001100
110110011001110
110111011010000

(Membrane 6)
1 000001001100010
1 110010011000101
1 110100011001001
1 110100100001010

(Membrane 7)
1 000000101100001
1 110011011000111

— = s e e

— = s e e —

O = = =

—_ =

111001111000000
111010000000000 0

110000011000001
110011100000100 0

110110111010010
111000100010101 0O

110110111010010 1
111010100010010 0

110101011000000 1
111000000001011 1
111001000010110 0O

110001111000010
110010100000110
110101100001101
110110000001111
110111000010001

O == =

110001000000011 1
110010000000011 1
110100000000000 1

110000100000000 1
110011000001000 0O

111001100010010

110000000000010

110110100010011

110110100010100

110101000001011
001001000110010

110001100000100
000101100101011
000110000101100
000111000101110

000010000100100
000100000101000
000100101101001

000011000100110

We can thus conclude thdse (IT) = 921, whereC denotes our encoding.
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Also in the case of UREM P systems we can ask how many bits wédveawve by
compressing the above bit string. If we look at such a striegcan see that it contains
516 zeros andl05 ones. Hence the probability thaDaoccurs in any given position is
po = %5 whereas the probability thatlaoccurs isp; = %. The entropy of the above
sequence is thuH (IT) = —pg log, po — p1logs p1 &~ 0.990, and we can conclude that
a compressed string produced by an optimal entropy-basegmssor, whose length is
approximately equal to the length of the uncompressedgstiines the entropy, would
contain[911.79] = 912 bits. Such a quantity is an upper bounddgUREM), the
theoretical description size complexity of the class of WRE systems.

By assumingis(DRM) = 263 andds(UREM) = 921, and approximated value of the
redundancyf UREM P systems with respect to deterministic registermraes is:

ds(UREM 921

On the other hand, by assumiadg(DRM) = 258 andds(UREM) = 912 (that re-
sult by considering the entropies of the corresponding daedatrings) the redundancy
becomesRpry (UREM) = % ~ 3.53. These results suggest that the description
of a universal UREM P system is at leas§ times more verbose with respect to the

description of a universal deterministic register machine

4 Conclusions

Trying to find a common measure for the size of different cotapon devices, we
have introduced thdescription sizeof a deviceM as the length of the binary string
produced by a “reasonable” encoding f. For three classes of computation devices
(deterministic register machines, SN P systems and UREMsEI$)5) we have com-
puted the description size of randomly chosen devices, #sawef a universal device
taken from each class. In this way we have observed that tlalesnuniversal SN P
system currently known has a description which is aldl6ui8 times as verbose as the
the description of the smallest deterministic register niae (currently known), while
the smallest universal deterministic UREM P system (heserilzed for the first time)
is only abouB.5 times more verbose with respect to the register machinedddan in-
teresting question that naturally arises after these Gions is: What is the minimum
theoretical description size that can be obtained by cenisigall possible universal
computing devices? In other words: What is the minimum nunabéits which are
necessary to describe the structure of a universal congpdénice?

Making a bit of self-criticism, we are aware of some weak p®in our results. First of
all, since we are speaking about Turing computable funstiva should also consider
the many small universal Turing machines which have beemei@fin the literature.
Such a work is currently in progress, as well as the compangith the description
size complexities of small universal tissue and antipogt$?esns. Moreover, we should
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not give for free that the smallest universal computatioricks defined in the literature
automatically produce the smallest possible descripiipess for example, minimizing
the number of neurons in SN P systems does not automaticaljupe the shortest
among all possible encoded bit strings, since the encodikgstinto account all the
parameters (number of rules, number of consumed spike} et may affect the size
of the system. Finally, smarter encoding functions couladpice shorter strings than
those we have presented in this paper, thus showing tiglotends to the theoretical
values of description size complexities. Improving oumutesunder all these points of
view is a direction of research of a clear interest. Spealirayut the encoding functions,
we note that on one hand we required that the encoding andiohecprocesses should
be as simple as possible: their description should requihe @ finite number of bits.
On the other hand, we did not add (nor specify better) suatbithe description size of
our computing devices. Whether this is correct or not is tjaeable, but let us note that
also representing the decoding algorithm as a string ofviaitsid require a decoding
process, and so on in an endless sequence of encodings artinggsc
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A recurrent formula for enumerating membrane structuregiven. It is de-
duced by elementary combinatorial methods, by providinigngkfication with
respect to a classical formula for the enumeration of tredsch is based on
the analytical method of generating functions.

1 Introduction

The computation of the number of different membrane stmestaonstituted by mem-
branes was considered at early beginning of Membrane Congd@{, in a preliminary
draft of [7]. It is a well known combinatorial problem equigat to the enumeration of
unlabeled unordered trees [4]. Therefore, it is related ataan numbers and to a lot
of combinatorial problems [2] which recently were provedi® investigated even by
Greek mathematicians( g, Hypparcus’ problem and its modern variant known as
Schroder’s problem [8]).

For the enumeration of (this kind of) trees, no exact anedytiormula is available, but
a recurrent formula, based on integer partitions, was gingb], which was deduced
by means of generating functions. In the same paper also plegmsymptotic formula
is presented.

In this note, we provide a new recurrent formula related torgpge combinatorial anal-
ysis of membrane structures.

The setM of finite membrane structures can be defined by inductionuketonsider
finite multisets as an extension of finite sets, denotefiby, b, ¢}, where elements can
occur more than one time. A membrasién wrappingof a finite multisetS is an oper-
ation which provides a structure, denoted[BY, where the elements ¢f arewrapped
in a common membrane. We remark that braces denote muhisetdtic collections,
while brackets denote membrane (spatial-topologicalusions. For a mathematical
definition of membrane structures, it is useful to distirgiuihese two notions and to
use both of them. Let us start from the multi$ét} including only one occurrence of
the elementary membrarig (wrapping the empty multiset). The st of membrane
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Cells Neo-colonies

OO0 OO

@ O O Colonies
©©
Cloke

© o

Fig. 1.1 A representation of the membrane structures with four memds (braces are repre-
sented by rectangles and brackets by ovals).

elek

structures is generated by induction by means of the multis®n + (summing the
element occurrences of two multisets), which is a binary matative and associative
operation, and by means of tls&in wrapping operation. The elements occurring in a
multisetS of M are called theeomponentsf S.

{[I}eM Base step
S, S1, Soe M = {[S]}, S1+S2 €M Inductive step

Forexample{[ 1} + {[]} = {[], [ ]} and[{[ ], [1}] = [[].[]] € M.

2 Cells, Colonies, and Neo-colonies

Givenn elements, the number of multisetstoélements over the elements, according
to [1], is given by:
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(n—i—llz—l) (40)

By using formula (40), the following recurrent formula isvgn in Knuth’s book [4]
(pag. 386), which provides the numhB(n) of membrane structures of typs] with
n membranesk is the set of natural numbers, > 0, P(0) = 1, j,n1,no,...,
le,k‘l,k‘g,...,kj e N):

ki-nitkzna,.. .kjnj=n i=1,..,]

M(nl) +k; —1
( N ) (a1)

P(n) = 2 1

Unfortunately, formula (41) is not manageable for an effectomputation, because
it is based on integer partitions, which grow exponentiédlgcording to Ramanujan’s
asympthotic formula [3]) making the evaluation of the sunfiarmula (41) very com-
plex. For this reason, we adopt a different enumeratioriegiya by considering the fol-
lowing partition of membrane structures:Q@gells, ii) Neo-coloniesand iii) Colonies
Cells are structure of typ€[S]} whereS € M, andS is not empty. Neo-colonies are
multisets of typeS + {[ |}, with S € M, that is, multisets having an elementary mem-
brane as their component. Colonies are structures différ@m cells and neo-colonies,
that is, they are not singleton multisets and do not have compts which are elemen-
tary membranes. In Fig. 1.1 structures on the left side dlg, structures in the middle
are neo-colonies, and the structure on the right is a colGejls are easily proved
to be equivalent to rooted unlabeled unordered trees, webilenies and neo-colonies
represent unlabeled unordered forests. We denot&/by) the numbers of membrane
structures having membranes (pairs of matching brackets), andiy.), P(n), C(n),
the number of Neo-colonies, Cells, and Colonies, respelgtihavingn membranes. It
easy to realize that a membrane structure wittembranes inside a further external
membrane provides a cell with+ 1 membranes, while united with the multisgt]}
provides a neo-colony. The following lemmas are simple eqaences of this partition
of membrane structures.

Lemma 1 For n > 0 the following equations hold:

M(n)=N(n+1)=P(n+1).

Lemma?2 Forn >1

M(n+1)=2M(n)+ C(n+1).
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Lemma 3 Let M;(n) denote the number of colonies havingnembranes and exactly
1 components, then for > 1

Cn)= Y Mn).

i=2,[n/2]

Proof . At most|n/2| components can be present in a colony withembranes.

Lemma4 Forn > 2
C(n+1) < M(n).

Proof . Removing an external membrane, in a component of a colothynwwi 1 mem-
branes, provides a membrane structure withembranes. Therefore colonies with-1
membranes are at mosf(n).

Lemmab5 Forn > 2
Cn+1)>Mmn-—1)—1.

Proof. Some colonies with + 1 membranes come from the neo-colonies witinem-
branes, which ar@/(n — 1), by wrapping all their elementary membranes in a unique
membrane. This cannot be done in the case of a neo-colontitcbed only by elemen-
tary membranes. Therefor€(n + 1) > M(n —1) — 1.

Putting together the two previous lemmas with Lemma 2 welgefdllowing lemma.

Lemma6 Forn > 2
2M(n) < M(n+1) <3M(n).

"< M(n+1)<3"

According to the previous lemmas we see that in the number + 1) the part2M/(n)
refers to cells plus neo-colonies. Thereforeliin) is known, the real problem for the
computation ofM (n + 1) is the evaluation o/ (n+ 1) — 2M (n) = C(n + 1), that s,
the number of colonies with + 1 membranes.
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In the case of 1, 2, and 3 membranes we haf@) = 1, M(1) = 1, M(2) = 2,
M (3) = 4, asitis indicated in the following schema (external braamesnot indicated).

From Lemma 6 we evaluate immediatély(4) = 2M(3) + 1 = 9. In fact, M5 (4) =
1, because there is only a colony with 4 membraries:] |,[ [ ] ]. Analogously,

M(5) = 2M(4) + 2 = 18 + 2 = 20, because there are two colonies with 5 mem-
branes] [ ] ],[[],[]],and[ []],[[[]] ]- The sequence from/ (1) up to M (12)

(sequence A000081 of The On-Line Encyclopedia of Integeu8eces [8]) provides
the following values:

n 1 2 3 45 6 7 8 9 10 11 12
Mn) |1 2 4 9 20 48 115 286 719 1842 4766 12486

Let N* be the set of finite sequences over thel$eff natural numbers. IX € N*, and
j € Nwe denote byX | the length ofX, and byX (j) the number which occurs iX at
positiony. Letll, ; be the set of partitions of the the integeas sum of: summands
(simple recurrent formulae for generating and countingdaedinality of this set are
available). A partitiorp, of integers is a multiset of integers, let us denotedy) the
number of occurrences of the integein 4.

The following operation associates, for any¥ N, a natural number to any sequence

X e N, X0) + uli) -1
- T 0w e

HEIL x| 4140 TER

Fori,j € N, let M(1,..,5) denote the sequend@/(1),...,M(5)), then the main
lemma follows.

Lemma?7 Forn > 2

Cn+1l)= Y  @'M(@,.,n).

i=2,|(n+1)/2]
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Proof Outline. Colonies with n+1 membranes may have 2, 3, ..., but at mostréoer

|(n +1)/2| of components. If we fix a numbeéf components, thenmembranes, of
then + 1 membranes, must be used for the skins of thesmmponents, therefore the
remainingn + 1 — i are partitioned among these components in all the poss#gs.vin
colonies with 2 components+ 1 — 2 membranes can be distributed in 2 components.
In colonies with 3 components + 1 — 3 membranes can be distributed in 3 compo-
nents, and so on, up to+ 1 — [(n + 1)/2]. In order to compute the number of all
possible membrane arrangements, each partitign@fn + 1 into « summands must
be “read”, according to the formuff ., ("7 #1971}, on the sequenca/(1, .., n)

of membrane structure numbers. If a numhernf membranes is assigned to the com-
ponentj, with ., ;n; = n+ 1 — i, and all then; summands are different, we
easily find[[,_, ; M (n;) different membrane structures. However, this simple fdemu
cannot be applied if two, or more, summands are equal. Fanpba if a partition has
three parts, with two equal parts, say- 1 — 3 = p + p + ¢, then in a corresponding
colony of three componentsmembranes can be arrangedjifiq) ways in a compo-
nent, andp membranes can be arrangedlifi(p) ways in the other two components.
However, in the two components withmembranes the repetitions of the same config-

urations must be avoided. For this reason, the profiligt, (*'//49)~1) is used. In

fact, whenu(j) = 1, then this formula provides the valué (j), but, whenu(j) > 1,
the number of different multisets @f/ () elements with multiplicityu(j) is provided.
In conclusion, the number of all possible colonies is the sfig®* M (1, ..., n) for all
possible number of components.

This lemma suggests an algorithm for comput@g: + 1). From Lemmas 2, 3, and
7 the final proposition follows. The application of the forlmowf Lemma 7, tested for
n =20,...,11, provided the same values, previously given, of the secu&000081.

Proposition 1 Forn > 2

Mmn+1)=2Mmn)+ Y.  Q'M(a1,.,n).

i=2,|(n+1)/2]

As an example we provide the computation(g(fl1). According to lemma 7 the value
C(11) is given by:

cn)y = > Q'Mm(,...,10)

1=2,5

The integer partitions of 9 in two summands yield the follogset:



Enumerating Membrane Structures 295

1192 ::{{8’1}7{7’2}7{6’3}’{5a4}}

therefore:

2 My N —1
QPM(,....100= 3 H( (j):(gf)(j) >:

pElly 2 jEL

[T DI CHDIH T )+ O] =

2864+ 115-2 448 -4+ 20-9 = 888.

The integer partitions of 8 in three summands yield the foilhg set:
Mg s = {{6,1,1},{5,2,1},{4,3,1},{4,2,2},{3,3,2}}
therefore:

M(j ) —1
QM. 100= > H( (J):(gf)(j) )

pellg 3 jEN

484+1—-1\ (142—-1 } 4 20+1—1)(2+1—1)(1+1—1)} 4 [(9+}—1)(4+1—1)(1+1—1)] 4

1 2 1
(Y Y]+ [ HCT)] =48+20-249-449-34+10-2=171.

The integer partitions of 7 in four summands yield the foliogvset:

7. ={{4,1,1,1},{3,2,1,1},{2,2,2,1}}

therefore:

o -
QRim(,....100= > H( (J)Z(/j{)(ﬂ) >:

pell7 4 jER

[ IR+ [T =
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9+4-244 =21

The integer partitions of 6 in five summands yield the follog/set:

e 5 = {{2,1,1,1,1}}

therefore:

= M (i N1
QM. 100= > H( (J>:(§{)(J) >:

peElls 5 jEL

[CH) () =2

In conclusionC'(11) = 888 4+ 171 + 21 + 2 = 1082, therefore:

M (11) = 2M (10) + 1082 = 4766.
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In this paper we apply the formalism of Metabolic P Systenmrsnfiodelling

an important phenomenon of photochemical organisms, wihtarmines the
plant accommodation to the environmental light. By usinmsa@xperimental
data of this phenomenon, we determine an MP system whiclowdisg, in a
specific simplified case, the regulation mechanism undgtiie Non Photo-
chemical Quenching phenomenon and reproduces, with a ggowdxamation,

the observed behaviour of the natural system.

1 Introduction

Photosynthetic organisms have a controversial relatipngtth the light. They need to
maximize the amount of absorbed light but avoid the damausaollow from an ex-
cess of excitation energy. The excess of light is, in fagtnttain cause for the formation
of reactive oxygen speci€ROS), chemical species that are able to oxidize many consti
tutive molecules of photosynthetic organisms, producimgféect calledphotooxidative
damage In the most extreme cases the damage suffered from orgamiamproduce
macroscopic effects like the lost of characteristic greelorc(due to the degradation
of chlorophyll molecules) or even the death. The phenoméhanhelps to deal with
quick light excess, and prevent ROS formation, is caNesh Photochemical Quench-
ing, shortlyNPQ phenomenon/process this phenomenon the excess of light can, in
fact, be dissipated through non chemical ways, when theatian is transmitted to
particular molecules that can pass to their unexcited stagmitting heat.

In this work we present a computational model for NPQ phenmmeobtained by
the Metabolic Log-Gain Principlecombined with techniques of multiple regression.
This principle was introduced in [15] and developed in [1d{ the construction of
Metabolic P model$rom experimental data of a given procebtetabolic P Systems



298 Toward an MP model of Non Photochemical Quenching

shortly MP systemsare a special class of P systems, developed for expresisitogb
ical metabolism and signaling transduction. MP systemsweroduced in [21] for a
better understanding of quantitative aspect of biologsyatems, meanwhile avoiding
the use of complex systems of differential equations. Deffely from the classical P
systems [7, 25, 26], based on nondeterministic evolutiategies, MP systems have a
discrete evolution computed by deterministic algorithralledd metabolic algorithms
based on a new perspective introduced in [21] and then desdlin the following
papers [5, 6, 16, 18, 20,17, 19, 10]. This new perspectivebeasynthesized by a new
principle which replaces thmass action principl®f Ordinary Differential Equations
(ODE), calledmass partition principlewhich defines the transformation rate of object
populations rather than single objects, according to ablatgeneralization of chemi-
cal laws. In [10] it has been demonstrated that exist, und&lse hypotheses and with
some approximation, an equivalence between ODE systemig|Bndodels.

Starting from ODE models some significant biochemical psses effectively modeled
by MP systems are: Belousov-Zhabotinsky reaction in Biatsl formulation [5, 6],
the Lotka-Volterra dynamics [5, 21], the Suitable-Inf&=eovered epidemic [5], the
Protein Kinase C activation [6], the circadian rhythms [83iahe mitotic cycles in early
amphibian embryos [20]. The MP model of NPQ phenomenon, theveloped, is the
first MP model completely deduced by using experimental datsbserved behaviors
and without any use of previous ODE models.

2 NPQ phenomenon: a biological description

In this section a synthetic description of photosynthetmcpsses that underlies NPQ
phenomenon will be given. For a deeper description somewes/bn the subject are
available in [23, 24].

Light energy is absorbed by plants mainly by means of pratemplexes calletight
harvesting complexed.HC) or antennae which bind many chlorophyll molecules
(Chl) that are excited by light radiation. LHC are connediethe photosystemsgro-
tein super-complexes that host structures cakegttion centersvhere the first phases
of photosynthetic process occur.

When a chlorophyll molecule absorbs a photon it passes texbiged stateExcited
states can be transferred to the reaction centers wherengicdleeaction calledharge
separatiortakes place. Here the oxidation of two water molecules preda stoichio-
metric amount of electrons, oxygen and hydrogen ions. Elastare then carried to
enzymes which synthesize high energy molecules ATP and NAD®olved in the so-
calleddark phaseof photosynthesis (fixation of atmospheric £ carbohydrates [3],
Figure 2.1, arrow 1). Moreover, excited chlorophyll molesscan be deexcited by pass-
ing energy to molecules that emit heat resulting from theptostochemical quenching
phenomenon (Figure 2.1, arrow 2), they can emit fluoresceadiation (Figure 2.1,
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arrow 3), or can decade in thieplet state that can be transferred to oxygen atoms thus
generating ROS (Figure 2.1, arrow 9).

PHOTOSYSTEMS SUBSTANCES

RESULTING
CYCLE MAINLY
INVOLVED PHENOMENON
9
OpenF° OXYGEN)» ROS
chli .
v, r, h }=» FLUORESCENCE
7
LIGHT 14 vDE .
z,r, h = HEAT (NPQ)

5,6
L(p,h,r,ATP)> PHOTOCHEMISTRY

excited
chl

Fig. 2.1 Main actors and relationships of NPQ phenomenon of exaitadeexcitation chlorophylls dia-
gram, according to the following abbreviations: chl = cbiohyll, ps = photosytem, h = hydrogen ion, r =
reactivity, p = NADPH, VDE = violaxanthin de-epoxidase, vielaxanthin, z = zeaxanthin.

In this model photosystem supercomplexes include bothioracenters and antennas,
and can be irtlosed statéwhen photons have been already acceptedgpan(when
the system is able to accept photons).

The LHC in addition to numerous chlorophyll molecules, batder molecules, called
caroteoindswhich can absorb energy from excited chlorophyll molespte dissipate

it by heat generation. Two caroteoinds of great interesténNPQ phenomenon ave
olaxanthinandzeaxanthinWhen the absorption of solar radiation exceeds the capacit
of the organism to use it, an increase of hydrogen ions pesvalsignal of overexcita-
tion of the photosystems that triggers a regulative feezklpaocess. Theiolaxanthin
de-epoxidaseshortly VDE, once activated by hydrogen ions, catalyzescifcle of
xanthophyllswhich transform violaxanthin to zeaxanthin. The presesfcaaxanthin,
bound to LCH, favours the NPQ fluorescence and heat produftio that is respec-
tively, the arrows numbet and3 of Figure 2.1.

3 Metabolic P Systems

In an MP system the transition to the next state is calculatedrding to anass par-
tition strategy that is, the available substance is partitioned amongalitions which
need to consume it. The policy of matter partition is regedaait each instant bijux
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regulations mapsr flux mapsassociated with reactions. The notion of MP system we
use comes essentially from [14], whé¥eandR respectively denote the sets of natural
and real numbers.

Definition 1. (MP system) An MP system\/ is a discrete dynamical system specified
by the following construct:

M = (X7R7V7Q7‘1))V7M57—)0'0)6)

where X, R andV are finite disjoint sets, and moreover the following cordfig hold,
withn, m, k € N:

o X ={x,xs,...,2,} is afinite set of substances (the types of molecules);

e R={ry,rq,...,rm}isafinite set of reactions. Areaction is a pair of type- S,
with o, § strings over the alphabe¥;

o V = {v1,vs,...,u:}, k € N, is a finite set of parameters provided by a set

H = {h,|v € V} of parameters evolution functions. The function: N — R
states the value of parametey and the vectol/[i] = (h,(i)|v € V') represents
the values of parameters at the step

e () is a set of states viewed as functions X UV — R. If we considering an
observation instantranging in the set of natural numbers, the stagg the instant
1 can be identified as a vector

(X[i], V[3]) = (z1]d], 22i], - - -, 2nli], v1i], vald], . . ., vg[d])

of real numbers, constituted by the values which are assligney, to the elements
of XUV,

e & = {p,|r € R} is a set of flux regulation maps, where the functigpn: Q@ — R
states the amount (moles) which is consumed or produced&sy eccurrence of
areactant or product of. We putu,.[i] = ¢, (X[i], V[i]), also called the (reaction)
flux unit ofr at the step, whereU[i] = (u, [i]|r € R) is the flux units vector;

e v is a natural number which specifies the number of moleculagodnventional)
mole of M, as population unit of M;

e 1 is a function which assigns, to eache X, the masg.(x) of a mole of x (with
respect with to some measure units);

e 7 is the temporal interval between two consecutive obsematieps;

e 0y € Q is the initial state, that isgg = (X[0], V[0]);

e §: N — Qisthe dynamic of the system, whé(e) = (X|[i], V[i]) for everyi € N.
The vectoV [i] is given by the parameters evolution functions, while thEstgance
evolution is given by the following recurrent equation:

X[i+1] = A x U[i] + X[i] (43)

where A is the stoichiometric matrix ok over X of dimensiom x m (we define
this matrix below), whilex, +, are the usual matrix product and vector sum.
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Definition 2. (Stoichiometric matrix) The general form of a reaction ts: a,. — £,
whereq,. is a string which identifies the multiset of the reactantbésrates) of- and

0, a string which identifies the multiset of the products.of he stoichiometric matrix
A of a setR of reaction over a sef of substances isl = (A, |z € X,r € R)
with A, . = |B,|, — |ow|,, Where|a,.|, and |3, respectively denote the number of
occurrences of in «,- and j3,..

4 A computational model for NPQ phenomenon

Now, we pose the following questiofGiven a set of experimental data about the NPQ
phenomenon, is it possible to determine an MP system havdggamic in accordance
with the experiment, within an acceptable approximatiarn,vehich could also predict
the future behaviour of the process®/e will define an MP model that answers to this
guestion.

To represent the NPQ phenomenon it is necessary to know thesvaf the quantities
involved in the phenomenon, along the time. Literature daaenplemented by experi-
mental measurements in the laboratory, on Arabidopsigthawild type plants, made
it possible to estimate the fundamental values for a sedaptaup of molecules involved
in the dissipation of light energy excess.

It is possible to measure the fraction of closed and openetbplistems. The presence
of many closed photosystems induces the incapacity of zamglfurther amount of
energy through the photochemical way: it is the ideal situtato measure the NPQ
ability. To induce such a condition strong light flashesexddlaturating flasheare used.
With closed photosystems the reduction of the fluoresceiwdé {i.e. the efficiency of
nonphotochemical quenching) can be measured in functitredime. Our model takes
into account the reactivity of the system to reach equilibriafter light absorption.
The rate of fixation of C@ during the NPQ measure condition gives an index of how
reactive is the system, as biochemical activity is stricityynected to the capacity of
absorbing light energy. The amount of chlorophyll molesukerelated to the volume
and the surface of the model [2] and the amount of photosysté&ime fluorescence
and NPQ value can be deducted in arbitrary @nftsu.) from measurements on the
sample [22]. NADPH produced has been estimated with labgraheasures, the pH
value was deduced by combining data from literature [8, IBaPd applying the rate
of change to the estimated pH values during the NPQ measiE.state and activity
was set in relation to various pH values [11]. The change tiner of violaxanthin and
zeaxanthin was obtained with lab measurements and on thea¢ty [12].

The NPQ process discussed in Section 2 can be expressed $st thiereactions given
in Table 4.1. The first three reactions model the possibksfat excited chlorophylls

6 Arbitrary units are values of suitable observable magmitugvhich are proportional to a given phe-
nomenon. They are especially used for evaluating relagwetions of variables.
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(arrowsl, 2 and3 in Figure 2.1), the fourth models the fact that the openedqdys-
tems turn into closed photosystems (arrbim Figure 2.1), the fifth and sixth represent
the ways that leads the unused products of reactida the dark phase of photosynthe-
sis (arrow labeled with numbefsand6 in Figure 2.1). Finally, the seventh and eighth
represent xanthophylls cycle (arrowsnd8 in Figure 2.1).Tunersof a reaction-; are
quantities which influence, with their variations, the a#ions of the flux units, as it is
indicated in Table 4.1.

Reactions Tuners
rn:c—o+12h+p c,h,rp
roic—c+qT ¢l z,rh
rg:c—c+ fF c,lv,r,h
T4i0—C o,l,v/z
rs i h — A h,r
6P — A p,r
r7 x4+ 100v — x + 100z X, V
rs:y+h—x y, h

Table 4.1 NPQ reactions and tuners according to the following abhtevis: ¢ = closed photosytems, o
= open photosytems, h = hydrogen ions, r = reactivity, p = NADP= light, gt = cumulative heat, ¥ =
cumulative fluorescence, x = active VDE, y = inactive VDE, vielaxanthin, z = zeaxanthin.

We introduce the cumulative value of fluorescence and NP@dca™ andg™ respec-
tively, as new substances which will be useful for the agion of Log-Gain theory to
our model. The following equations defirfé andq™:

FUl= 2l atlil =D _dli (44)

where the valueg[i] andg[i] represent, respectively, the amount of fluorescence and
NPQ observed in the system at the siep

Almost all elements occurring in the definition of MP systera know, because they
are deduced by macroscopic observations of the biologloeahpmenon under investi-
gation. The only componentwhich can’t be directly dedusdtié set of flux regulation
functions. The problem is that each elementbofiepends on the internal microscopic
processes in which molecules are involved [14]. This mehas the key point, for
defining an MP system modelling the NPQ process, is the détation of the set® of
functions.

We can understand, from the Definition 1, that the knowledge®number of moles
transformed by any rule in the temporal interval between tensecutive observation
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steps are essential for the calculation of biological dyicarhy means of MP systems.
The first step, in order to approximate the flux regulation syapto discover the nu-
meric values of the reaction fluxes at each observation Btegrder to determine these
values we use thieog-Gain Principlefor MP systems, introduced in [15], which can be
seen as a special case of the fundamental principle caleaetry[4]. In this principle
itis assumed that a proportion exists between the reladiviation ofu,. and the relative
variations of tuners of (in Table 4.1 the set of tuners, for each reaction, are given)
more formal terms, the relative variation of an element X U V is expressed, in
differential notation, byi(lg w)/dt, where the terntog-gaincomes from [28]. We use
a discrete notion of log-gain, given by the following eqoati

Lg(wli]) = (wli + 1] — wi]) /wli] (45)

on which the following principle is based.

Principle 1. (Log-Gain) LetU]i], for i > 0, be the vector of fluxes at stépThen the
Log-Gain regulation can be expressed in terms of matrix aetdor operations:

(Ui + 1) - Ul])/Uli] = Bx L] + C x PJi+1] (46)

where:

e B = (pruwlr € R,we X UV)wherep,, € {0,1} withp, , = 1if wis a tuner
of r andp,.,, = 0 otherwise;

e L[i] = (Lg(wli])|w € X UV) is the column vector of substances and parameters
log-gains ;

e P = (p.|r € R) is the column offset vector. This vector is constituted ley th
difference between tuner log-gains and flux log-gains;

e (C'is a column binary vector df and 1 which selects some offsets for obtaining a
univocally solvable square linear system (see [14] for adetl explanation);

e x,+,—,/ are, in this context (with some abuse of notation) the prodhe sum,
the subtraction and division over matrix.

We call LG[i] the system of equations obtained by (46).
In an MP system the matri® and vectorL[:] are determined by using the biological

information. In NPQ phenomenon the Log-Gain Principle jieg the following matrix
B and vectoiC' x P[i + 1]:
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[011100000001000]  [pafi +1]]
011000010011000 pali +1]
011000100011000 pali +1]
100000000010001 0

001000000001000| " |pafi +1]
000100000001000 psli +1]
000010100000000 peli +1]
1001001000000000|  [prfi+1]]

The transposed|i]” of vectorL[i] of equation (46) is specified by the following equa-
tion:

L[i)" = Lg([ali] cfi] Ali) pli] «li] yli] v[i] 2[d] S ¢ (6] U03] (2] S12] gld] (v/2)[]))

We reduce the stoichiometric matrix by removing rows whicé knearly dependent
on other rows (continuing to call this reduced matrix) and we obtain the following
system of equations, call&tiD|¢] [15], which represents the substances variations

X[i+1] - X[i] = AxUJi] 47
where:

[-1001 0 0 0 0] [ cli] T

0100 0 O 0 0 qt[i]

0010 0 O 0 0 Yt

A=|12000-1 0 0-1{, X=/|hl

1000 0-1 0 0 pli]

0000 0 0-100 O v[i]
0000 0 O 0 1] L «[i] |

If we assume to know the flux unit vector at ste@nd put together the equations (46)
and (47) at stepsandi + 1 respectively, we get a linear system caltetset log-gain
adjustmenmodule at step, shortlyO LG A[i], in which the number of variables is equal
to the number of equations. In [14] it is proved that &G A[i] of an MP systerm\/

is univocally solvable for any stejp> 0. In this way we obtain the followin@ LG A[i]
system for NPQ process, where variables are in bold font andtitute the flux unit
vectorU[i + 1] and the offset vectaP[i + 1]:

AxUli+1]=X[i+2] — X[i +1] (48)
Uli+1] - (CxPli+1]) x U[i] = (U[i] x (B x L[i])) + U[i]
Now, as the vectorX [;] andV [i], for 1 < < 810, are given by experimental measures,

we solve the system (48) far= 0, ..., 809 obtaining the vectot/[:] for i € [1,810].
This procedure requires the knowledgeldf)]. Actually, there are several possibilities
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under investigation to obtain this vector. In our case, wesgder a system composed
by the set of equationsG[i] + SD[i] and we used a suitable iterative technique [15] in
order to solve a non-linear system of equations giving a ggautoximation of/[0].

Given the values of the unit reactions for a sequence of stepsproblem, as pre-
viously stated, is to discover the sétof flux regulation functions. Although a flux
regulation mapp, depends on the state of the MP system, we can assume that only
some substances and parameters are relevant for it. Wenesa# elementegulators

of ... We use standard multiple regression techniques to find proajmnation ofyp,.

(with respects to its regulators). The resulting functiogigsen in Table 4.2, approxi-
mate the regulation functiof associated to each reactiore R. It is possible to see

in Figure 4.2 that the behaviors of fluorescence and heairsuatdy our MP model are

in accordance with the observed values (they are the masesting parameters of the
phenomenon).

Reactions Flux regulation maps

riic—o+12h+p or, = a1 + Brol +yicl +murl +91hip + p121
roic—ctqh Ory = Qg + [Bac+ Yor + n2z + Yol + poh
rgic— et f* @ry = a3 + B3ch 4 y3v + 131

T410—C ©r, = g + Brol + yacl + narl + 94hlp + pa 7l
rsih— A rs = a5 + Bs0l + yscl +nsrl + Ishlp + ps 21
reip — A Pre = g + Bool + yecl +nerl + Jehlp + ps 2l
r7 x4+ 1000 — 2 + 1002 | ¢, = a7 + Brv + 7z

rgiyt+h—uw pry = as + B3y + Ysh

Table 4.2 NPQ reactions and flux regulation maps. The values of polyabcoefficients can be down-
loaded from [29].

5 Conclusions

Our proposed model of NPQ phenomenon, allowed to reproduite gccurately ex-
perimental results for the Arabidopsis wild type case. Titeeljztive ability of computa-
tional experiments are so far limited, but it is our objeetiv progress to an MP model
that will be a valuable tool to suggest biological phenonmesmly observable in silicio,
like pH values or effects of mutations.

The analysis of NPQ process here reported is oversimplifiedany aspects. In fact,
two kinds of photosystems are involved which play colldteske and may influence the
overall dynamics of chlorophyll deexcitation. It is out b&taim of this paper to take into
account these more detailed aspects. However, we limietugs to reproduce in our
mathematical model the observed data of NPQ phenomenomevilnerescence and
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Fig. 4.2 Value of the fluorescence and NPQ, in a. u., during the exgmarial measurements (top) and
simulation results obtained by MP system (bottom). Notie tvhile experimental heat is measured in cor-
respondence of saturating flash, simulated one is contguOur results allow to hypothesize that also the
NPQ values are perturbated by flash of light.

heat curves show a particular shape related to the efficiefitys mechanism to dissi-
pating excess of light energy. An interesting property wtig predicted by our model
is that fluorescence decreases in dependence of photociamiivity (photochemical
quenchingand non photochemical dissipation. It will be matter ofifetinvestigation
to take into account other relevant aspects, when reliadie should be available for
extending out analysis. In particular, we want to considens different ways that lead
to fluorescence decrease (i.e. LHC migration between pystess and ROS damages
consequences).

The theory of MP systems is evolving and crucial tasks rertmine performed for a

complete discovery of the underlying MP dynamics which ek the observed dy-
namics. The principal investigations are directed to thelgtof systematic ways for
deducing the flux regulation maps from the time series of flestors. This problem is

directly related to the search of the best regulators aatatio reactions. Different re-
search lines are active in this direction and importantgalél be given by statistics and
genetic programming. However, the modeling of real impartaological phenomena
is an essential activity for orientating the research ofggahmethods and principles for
the theory of MP systems.
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The page rank of a webpage is a numerical estimate of its itapce. In
Google’s PageRank algorithm the ranking is derived as teiant probability
distribution of a Markov chain random surfer model. The calgpoint in this
algorithm is the addition of a small probability transitifor each pair of states
to make the transition matrix irreducible and aperiodic. $lew how the same
idea can be applied to P systems and allows to define a prapatdtribution
on the objects, resulting in a new complexity measure for $2esys. Another
interesting application is the pathway identification peob, where informa-
tion about biochemical reactions from public databasesaallto construct a
metabolite graph. The invariant distribution should alleawsearch pathways
in this graph more efficiently than the degree weighted dligars used at the
moment. From such automatic pathway calculations one cam ¢bnstruct P
system models for targeted metabolic compounds and thegtioms.

1 Introduction

Page ranking is the process of assigning a quantitativeunea$“authority” to a web-

page. Internet search engines usually use a combinatioayofvkrd related measures
and general page ranks to order the results of a user quesgelresults are displayed in
alinear order, and the higher the combined rank of a webglhgdigher in the resulting

list it is displayed. Since a higher rank means a higher ilisibthere has developed a
large commercial interest in optimizing a webpage’s contéth the goal of improving

its ranking, and nowadays the activity sdarch engine optimizatidms become a full-

time job for many people. On the other hand, users of a seaigihe expect results that
lead them to their desired search goals efficiently, so in v avaearch engine should
optimize their ranking methods with regards to user prefees. In particular, it can be
argued that a search engine should use ranking strategiek aie objective and unbi-
ased. But note that this leads to a dilemma. if a search engonéd openly publish its

ranking algorithms, on the one hand this would benefit itssjsence then they could,
in principle at least, target their queries better. On theeohand, this knowledge would
enable owners and designers of webpages to target theredesidience by specific
search engine optimization strategies — which might not hatwisers desire. At the
moment, search engines therefore keep their algorithmsaankihg methods as closely
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guarded secrets. This is, of course, not the only possibigisn, but seems to also
stem from (i) considerations about competition betweetirgissearch engines, and (ii)
probably the assumption that the benefit for the common useltdibe negligible, since
on the average s/he would not be able to understand the thlgariwhereas commercial
companies would.

A particular case is Google, probably the most importanegaipurpose search engine

of today. It is believed by professional consultants thapiége ranking methods take

into account more than 200 distinct factgrbut Google states that the “heart of their

software” is an algorithm calleBageRanK13], whose name seems to be inspired by
the last name of Google founder Lawrence Page [34].

The original ranking algorithm behind Google has been higld [6, 29] and is also
patented (sic!) as a “Method for node ranking in a linked Hase” (US patent no. 6.285.
999), assigned to Stanford University. It can be shown BageRanks natural in the
sense that a few axioms, motivated by the theory of sociakehaniquely character-
ize PageRani1]. Interestingly, the same method has recently been mepas a new
method of citation analysis that is more authoritative, el dtations have less impact
than in traditional citation analysis [24].

In the following we will describe applications of page ramgin the area of membrane
systems. We will specifically concentrate on the origiRajeRankalgorithm, since it

is closely related to Markov chain modelling of dynamicalBtems as in [27]. The ap-
plications that we will discuss are (i) defining tasymptotic behavioof dynamical P
systems, (iijppproximatinghis asymptotic behaviorin a manageable way, (iii) defining
a newcomplexity measuror dynamical P systems, and (iv) applications in ithen-
tification of P systems, where biochemical databases are used to suggessting P
system models via pathway extraction.

2 The PageRank algorithm

The description of théageRanlkalgorithm is usually given in terms of the so-called
webgraph. This is the directed grafih= (V, A) where each node € V represents

a webpage and each afe,v) € A C V2 represents a link. A link from page € V
towv € V can be thought of as providing evidence thas an “important” page or,
more generally, as aotefor pagev. Intuitively, the more authorative pageitself is,
the higher its vote for page should count, leading to a recursive definition as follows.
Let

r: V-oRy

v —7r(v)

7An analysis of the most important factors used by Google cae found on
http://www.seomoz.org/article/search-ranking-factor S.
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be theranking functionthat assigns a numerical valuév) to each node in the web-
graph. Then
- _r(w)
rv) = Z outdeg(u)
we{V|(u,v)€A}
where the sum runs over all nodedinking to the pagev andoutdeg(u) is the out-
degree of noda. In the above interpretation, each page thus transfersitdfageRank

value equally to all of its link targets. Note that webpagas kink multiple times to the
same page, but that this counts as only one link, i.e. onendheiwebgraph.

To see that th®ageRankanking function is well defined, we need to turn to the theory
of Markov chains [5]. Since the webgraph is finite, the fuocti can be normalized
suchthad | _, r(v) = 1. One can then interpretec R‘f' as a probability distribution
over the se¥” of webpages. Theansition matrix

P _ 1/outdeg(u) if (u,v) € A,

“ o0 if (u,v) ¢ A

then corresponds to the model for a person surfing betweenpagés, from now on
simply addressed assarfer, described in [6]. In this so-calle@ndom surfer moded
surfer is considered who randomly follows links, without/gsreference or bias. The

matrix P,, then describes the probability for the surfer, being at page visit pagev
next. ThePageRanlkefinition is then equivalent to the following matrix equendi

r = P'r.

In the language of Markov chain theory this means thigtrequired to be atationary
distribution In other words, if a large number of random surfers find thelwes, at the
same time, at webpages distributed according to these bpititites, then after randomly
following a link, the individual surfers would end up at @ifent pages, but the number
of surfers visiting each webpage would stay approximatetysame (exactly the same
in the limit of an infinite number of surfers).

Markov chain theory tells us when such a stationary distiduexists and when it is
unique. By the ergodic theorem for Markov chains,ageriodicandirreducible tran-
sition matrix P is sufficient. The transition matrix is aperiodic if the le@a®mmon
multiple of all possible circuits in the webgraph is trividhis can always be assumed
for general digraphs, since only very special digraphs areic. Irreducibility is the
requirement that each webpage is reachable from each atber pe. that the webgraph
is strongly connected, and this is usuailyt fulfilled by the transition matrix. In partic-
ular, the webgraph usually has pages without outbound Isdksalleddanglingpages
or, in the language of Markov chain theosmksor black holes|If one were to apply
thePageRankdea to a digraph with one or more of these, they would effettiabsorb
all probability, since eventually a random surfer would aj end up in a black hole
and stay there forever. To be more precise: One would expatttie resulting invariant
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distribution would be zero for all non-sinks, and each sirduld be assigned the prob-
ability of ending up in it, starting from a random page, in @ctance with the random
surfer model. However, this is not true. There simply woutid exist any stationary
distribution in such a case. This “singular” behavior ledhgopeople to call such pages
black holes, since the usual laws of Markov chain theory egasvork, when one of
these is encountered.

The solution to this problem is the truly original idea of tfoainders of Google: In
analogy with the random surfer model, it is assumed thatfeisending on a sink gets
bored and turnsandomlyto a new page from the whole webgraph, which is called
teleportationin [17]. Of course, this is a somewhat unrealistic model foual inter-
net user behavior, since how does a sufiietl a randomwebpage (and with uniform
probablity)? But changing the transition matrix accordyng

1/outdeg(u) if (u,v) € A,
Py =4 1/|V] if outdeg(u) = 0,
0 if outdeg(u) > 0 and(u,v) ¢ A

leads to a matrix with irreduciblelocks(which is still not irreducible, though, except
in special cases). Finally, extending this idea and assyithiat the surfer has a certain
chancex > 0 of turning to a random pageverytime s/he follows a link, leads to

B 1/|V] if outdeg(u) =0,
Py =X of/|V] if outdeg(u) > 0and(u,v) ¢ A, (49)
a/lV]I+ (1 — «a)/outdeg(u) if (u,v) € A

which is truly an irreducible and aperiodic matrix [23]. Te&tionary distribution is
then, also by the ergodic theorem,asymptotic distributionThis means that a random
surfer, starting at an arbitrary webpage, has the chafcgto be at page. € V, if he
has followed a large number of links, usify,, as transition matrix:

lim (P)"x¢ =7, (50)
independent of the initial distributiany, i.e. his/her starting page(s). Note that there is
a probabilitye/|V | that the random surfestaysat the same page (we can also say that
the surferaccidentally‘jumps” to the same page that he comes from), i.e. we exlicit
allow self-transitions here, since it makes the matherabginalysis simpler.

These results are consequences of the Perron-Frobenarsth¢3], which also shows
thatr is the (normalizedjlominant eigenvectaf P!, i.e. the corresponding eigenvalue
A = 1 is the largest eigenvaluB® possesses. In practice, the direct computation of
the dominant eigenvector for the (sparse) transititionrixatf the webgraph is very
difficult, due to the graph’s enormous size. On the other h&ud 50, starting from
the uniform distributionzo(u) = 1/|V| can be used, and is usually called thaver
method12]. See [17] for further improvements.



Applications of Page Ranking in P Systems 313
3 Leaky P systems

P system is a general term to describe a broad class of unatigivaodels of computa-
tion that are usually based on multiset rewriting in a hieinézal structure of so-called
membranes [31], but also include computational modelstaseother mechanisms,
for example string or grammar rewriting. Originally intreced by Gheorghe Paun in a
seminal paper [30], nowadays there exists a large commahigsearchers working on
and with different extensions and variants of P systems.

How are we to interprete the above changes in the context géteras, i.e. when we
are thinking about the random surfer model with possiblegsrEqg. 49) not only as
mathematically necessary and convenient, but rather aalde@ure of a P system?
Obviously, such a mechanism can turn the multisets thatitbesthe object content of
a P system into completely different multisets — and we neewntrol the outcome of

such an operation somehow, since otherwise we would end tipawiinfinite number

of possibilities, as multisets are (usually) unbounded.

Let us first consider the case of a probabilistic P system g8]inStarting from an
initial configuration (multiset), the evolution of a probabilistic P system generates a
rooted tree. The leaves of this tree are the halting states and each halting étateC

is reached with a distinct probability,, where), _ . p, = 1. If we now introduce
additional transitions from each halting state back to tiigal statec,, we have an
irreducible Markov chain. This system could be periodid, ibis easy to see that for
such a (finite) “closed tree” an invariant probability dilstrtion exists as in the case of
an irreducible and aperiodic Markov chain. In fact, the neat distribution for a state

i € Sisgivenbyu; = 1/|S] - pe,.i, Wherep,, ; is the probability of reaching the state
when starting from,. The factorl /|.S| has been introduced such thaf ¢ u; = 1. So
we see that the concept of invariant distribution geneealihe probability of reaching
a halting state in a probabilistic P system. However, thimighe same as the dynamics
proposed in Eq. 49. It is interesting to ask how the invamaaasure changes when we
additionally introduce the teleportation property extebliby Eq. 49.

Problem 3.1 Given a finite Markov chain on a s&t with a unique invariant distribu-
tion u € R‘f', how does: change when we replace the transition probabilities by
(1 = a)pij + 7777

To our knowledge, there has not been much progress on thigagalthough numer-
ical studies have been done in case of the webgraph (cor#efd@references).

Let us now consider a more general situation. Assume thatcit éme stepthere is a

81f time is assumed to be continuous, as in dynamical P systiemhsre simulated by Gillespie-type algo-
rithms, there is still a discrete sequence of events, andtbyducing an exponential waiting time distribution
for such an event the same comments also apply to this case.
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small probability for each object to change spontaneouastyanother object, analogous
to mutations in DNA, where one base can suddenly change ime@mbthe other three
possible bases (such a change could be caused by UV radfatierample). Of course,
the objects undergoing such a change cannot be used in andthat this time step. In
fact, by adding rules of the forma — v for each possible pair of objects, v), we can
realize this mechanism easily. Let us call a P system withgtoperty deakyP system.
Note that leaky P systems are not always irreducible, astigle example of a system
with the rule2A — B shows: From the state with only ori¢ we can never get to a
state with more than oné, although the opposite is possible. However, if all rulesave
reversible, a leaky P system would be irreducible and havevamiant distribution.

Interesting as these thoughts are, they lead too far heregbthink that leaky P systems
should be investigated more closely. For example, a sutdessnputation in a leaky

P system would need to be robust against the continuousiildgsf small changes of

its objects. How could this be realized? Moreover, the fait@ two problems should

be looked into:

Problem 3.2 Given an irreducible aperiodic Markov chain, when adding telepor-
tation property of Eq. 49 (for some choice®f> 0), do the corresponding invariant
distributionsy(«) converge in the limitv — 0?

Problem 3.3 Although the random surfer model does not apply to a leakysiesy,
does the invariant distribution of a leaky P system, in casists, converge against
the same invariant distribution as in the random surfer middéthe same underlying
P system), in the limit that — 07?

Intuition suggests that the answers to both questions dhimmuaffirmative.

4 Asymptotic behavior of P systems

A particular interesting application area for P systemshis émerging discipline of
systems biology [21], and in the past years a number of bicddgystems have been
simulated and anlyzed by P systems [8, 33]. It should be nb@dever, that this line
of research is only a small part of the total work on P systesmsye consider P systems
from a particular perspective here.

The original state-transition P systems are characteligedunique description of their
dynamical behavior in terms of ondeterministi@ndmaximally parallelapplication
of rules. The first of these concepts puts the focus not on abealization of behav-
ior of a P system, but on all possible computations possiltleityi.e. on the (formal)
languagegenerated by it. The concept of maximal parallelism allomieriesting con-
trol structures, but seems rather inappropriate when nliadeh a biological context.
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Therefore, a number of researchers have turnatyt@amicalP system models, where
the nondeterministic dynamics is replaced by a sequentilpgobabilistic evolution
law. Two important approaches agdgnamically probabilistic P systenj82] and the
metabolic algorithnmdeveloped and propagated by V. Manca and colleagues [4,B8].
first is directly based on mass action kinetics [15], whetkadatter considers a special
form of competition of rules for objects, called tiheass partition principle Another
approach has been proposed in [33], where rules have fixetopaates.

As has been discussed in [27], st&titynamical P systems are Markov chains. Unfor-
tunately, thestate spacef a dynamical P system is usually very large.

Example 1. (Brusselator) Consider a membrane system on a set of three objeets
{4, B, C'}, and with the following four rules:

ri: A— A, ro: A— B,
rg: 24+ B — C, ry: C — 3A,

where) denotes the empty multiset and can be interpreted as a (gpéeaified) inflow.
This is an equivalent of the Brusselator, a discrete modéi@Belousov-Zhabotinskii
chemical oscillation reaction. Its state spafXeconsists, in principle, of all multiset
configurations on three objects, i.€.= N2, where we identify a multiset with a vector
of nonnegative numbei$, = {0,1,2,...}.

Although no dynamical law has yet been specified, a biochaligicnotivated law,
based on mass action kinetics, for example, results in aitran matrix P;;, where
i,7 € X and the entries af’;; depend, usually nonlinearly, on the state

The asymptotic behavioof a dynamical P system can then, in principle, be defined
as its stationary distribution as in the case of the webgrapiplying ideas from the
PageRanlalgorithm, halting states of the system, in analogy withgliaug links, are
assumed to result in a teleportation to an arbitrary stat& oAlso, at each time step
there is a small probability > 0 that the system teleports to a random state ffom

It should be clear that a prerequisite for the definition & #symptotic behavior of
a dynamical P system is tHmitenesf its state space, so this concept will only be
applicable in some special cases. Even then, due to thet@bt®ne of the state space
it is not clear at the moment how to actually perform such alyesis. In the next section
we will therefore propose a much simpler characterizatithe “asymptotic behavior”
of a dynamical P system.

9A P system is static if the membrane structure does not evoltiee course of time. To be more precise:
membrane creation or destruction are not allowed in a Stafigstem.
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Fig. 5.1 The object network (left panel) and the stoichiometric retu(right panel) of the Brus-
selator example.

5 Approximating asymptotic behavior

Since the state space in dynamical P systems is usuallyte)fanstationary distribution
usually does not exist, or even if it does, it is not clear hovadtually compute it. An
interesting alternative is to simplify the situation catesiably. Instead of working with
the state space on which the dynamics takes place, we wdnklédbbject networlof
the P system.

Definition 1 Theobject networlof a P system is the directed graph= (V, A), where
the vertex set’ is given by the set of objects, and there exists ar{arc) € A between
two objectsu, v € V' if there exists a rewriting rule of the form

P1Ul + -+ Paltn — @11 + -+ @mUm, pr,q > 1forall k <n,l <m,

and furthermorey = u; andv = v; for some indices < n andj < m.

Theconnectivity matrixof a P system is then the adjacency matrix of its object né&twor

Definition 2 Theranking matrixof a P system is the matrix (confer Eq. 49) wheré’
is its connectivity matrix.

Example 2 The object network of the Brusselator example is shown ineftgpanel
of Figure 5.1. It is obviously aperiodic and irreducibles &ionnectivity matrix and the
corresponding ranking matrix are, respectively,

011 af3 1/2—a/61/2—a/6

c=1o01|, C=| o3 a/3  1-2a/3
100 1-2a/3 /3 /3
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Definition 3 Thestationary object distributionf a P system is the dominant eigenvec-
tor of its ranking matrix.

Numerical values are given with an accuracy of three digitthe rest of the paper, if
not otherwise stated.

Example 3 For the Brusselator example, choosing= 0.01, the stationary object dis-
tribution is

(0.399,0.201,0.399)°,

i.e. in the long-term limit one expects 40 percent of all atge¢o be of type A, 20 percent
to be of type B, and 40 percent to be of type C. Of course, ddpgrah the actual
dynamical law, the true long-term distributions of theseners will vary considerably
from these approximate values.

Up to now, only theopologicalinformation about how objects can be transformed into
each other has been used. However, in a P system there areogdavels that can be
considered, namely (i) the stoichiometry and (ii) reactiates.

Definition 4 Thestoichiometric networlof a P system is the weighted digrajgh =
(V, A,w), where(V, A) is the object network and is the stoichiometric weighbn
each arc, i.ew(u,v) € Z describes the number of objects of type V' that result
when all the rules are applied simultaneously where V' appears (somewhere) on
the left-hand side, and (somewhere) on the right-hand side.

Note that, to avoid multigraphs with parallel arcs, the d&éin of the stoichiometric

network effectively sums the contributions of all rules lbe tstoichiometry of a target
object. Normalizing the stoichiometric weights, we arratethenormalized stoichio-

metric weightg¥ (), conveniently written as a matrix whose rows all sum to one:

W,
W Ww
ZwEV Wuw

Definition 5 Thestoichiometric ranking matriaf a P system is the matrix (") (confer
Eq. 49).

Example 4 The stoichiometric weights, the normalized stoichionuatréights, and the
stoichiometric ranking matrix of the Brusselator exampie aespectively
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011/2 02/31/3
w=1]001], w=]oo0 1|,
30 0 10 0

a/3  2/3—a/61/3—a/6
wh = a3 a/3  1—2a/3
1-2a/3 «/3 a/3

The latter has dominant eigenvector (0.375,0.25,0.375)%.

One important question, that we have avoided so far, is thawer of stationary distri-
butions of a (weighted) digraph under restriction. In apgtions, we might only be in-
terested in a small part of a P system, or the dynamics of tigtment might not even
be known explicitly. To address this question, we intemptée stationary distribution
over the objects as dnvariant flow Given a ranking matrix? and a stationary distri-
butionp for R, its nonnegative entrieB,, multiplied by the (probability) mass, are
interpreted as a flow from nodeto nodev. The total sum of inflow$ i, (Pw Ruww)
into a nodeu € V, and the total sum of outflows, - > R, are equal. Moreover,
the total flow)_, . (puL2uv) is equal to one.

weV

Given acutof V, i.e. asetd; C A of arcs that separatd§ C V from its complement
V \ W1, the corresponding partition of arcs fid;, A \ A;], where4; = {(u,v) |
exactly one ofu or v lies in V4 }. We interpreté/; as a subnetwork df'. Itis clear that
the invariant in- and outflows across the cut are equal:

Z DPu Ruv - Z Pu Ruv .

(u,v)EAL,ugVL (u,v)EAL,uEVY

If we replaceV \ V; by a single node: ¢ V and all relevant arcs by their obvious
connections witte, the invariant distribution of the netwofé U {e}, restricted toV;
and then normalized, will be the same as thaf/ofor a certaineffectivechoice of
in-weightsw(e, V).

However, to compute these effective in-weights, one nezadw the structure of the
complement ofl; — or one has to treat the weights(e, V1) as unknowns and use
further constraints to determine them.

Example 5 Consider the network shown in the left panel of Figure 5.2 déminant
eigenvectorig = (0.300,0.150,0.275,0.275,0.075,0.125)*.

The dotted arcs represent a cut separating the subnetesk{ A, B, C'} from {D, E,
F'}. Replacing the latter by the single nofeesults in the network shown in the right
panel of Figure 5.2. With the effective edge weights fromfigare, w(S, A) = 1/6
andw(S, C) = 5/6, its dominant eigenvector js = (12/35,6/35,11/35,6/35)". The
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Fig. 5.2 Extended Brusselator system, where three additional tthjewe been added. The num-
bers on the edges are the normalized stoichiometric weigts network in the right panel is
derived from the left one by the construction described etgxt.

(normalized) restriction of to V; is p; = (0.414,0.207,0.379)¢, which is the same as
the restriction ofp’ to V7.

More important is the situation in which we are given the flaesoss the cut as an
external constraint. Normalizing the sum of inflows sucht i, ,)c 4, w1y Pultue =

1, we can interprete this flow as a probability flow. It is thersgible to calculate an
invariant distribution for the subnetwork by closing thessgm, connecting in- with
outflows. Of course, to avoid the reducibility and aperidgtiproblems, we need to
introduce some teleportation, as before.

Let us also briefly consider the analysis of steady state $luxbiochemical networks.
Given a stoichiometric matri¥ € Z™*" that describes the possible transitions of a
chemical system, and some external flukesR', one searches for a solutianc R"

of the equationS - = = 0, which is interpreted as a steady state flux. In the context
of P systems, we can think of as anapplication vector telling us how often each
rule has to be used. Unfortunately, linear algebra cannatdeel, since the solutions
need to be positive, i.e. it is necessary that> 0 for some of the components of=
(z1,...,2,), Since we cannot have negative rule applications. Thezgfore resorts to
convex analysis and calculates the convex cone of all pessitutions [20]. This cone

is usually not unique, so there are many possible steady fitiaes across the system.

But consider now what happens if we make use of the probisifior transitions, not
only the topology. The invariant distribution then indu@esniquesteady state flux,
in contrast to the topological case. The implications o$ tieispecially with regard to
pathway analysis, have yet to be fully realized (see below).
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6 A new complexity measure

From a stationary distribution of the object network we inttia¢ely derive a complexity
measure for P systems.

Definition 6 The object entropyof a P system is the entropy of its stationary object
distribution. That s, ifp € R’} is its stationary object distribution, then

)= —2iz1Pilogp;
logn

is its object entropy, whet@log 0 is interpreted a9).

The denominator has been chosen suchhath < 1 holds. A low value of: signifies
a very ordered state, whereas a valué ofose to one signifies that the stationary object
distribution is almost uniform.

Example 6 For the Brusselator example, the object entropy.is= 0.961. For the

extended Brusselator example in the left panel of Figure € object entropy is
h = 0.921, corresponding to the higher complexity of it. The systenttrenright panel
of that figure has object entrogy= 0.963.

This idea generalizes thglobal entropyof [9], where a similar complexity measure
has been introduced for probabilistic P systems with anutii tree. Of course, the

question arises what the advantage of such a measure isacedp other complexity

measures (for a list of possible candidates, see [7]). Aroitapt point here is that the
definition of entropy of an invariant distribution is a mathatically elegant concept that
quantifies the complexity of the dynamics of a P system in ativayeasily relates to

complexity considerations in other fields of science (cof#8.

7 Page ranking in P system identification

In a previous work [26] we have discussed the general proloieidentification of P
systems; here we will focus on the application of page ramkirthis problem. System
identification can be considered the reverse of the usuakltiog and analysis process.
Instead of analyzing givenP system, the problem is fmd an interesting P system that
then can be analysed, for example by simulation studies. iShuarticularly interesting
in the application of P systems to biochemical systems. iBoetktent, public databases
on the internet can be used that store and collect informaiwut biochemical reac-
tions. These include WIT, EcoCyc, MetaCyc [19], aMAZE and®E& [18]. We will
only consider the LIGAND database here [14], which is a pafér database inside
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the KEGG repository. As of version 42.0, LIGAND containsdrrhation about 15053
chemical compounds (KEGG COMPOUND), 7522 biochemicaliceec(KEGG RE-

ACTION) and 4975 enzymes (KEGG ENZYME) in ASCII text files thae easily

parseable by computer.

In the usual approach [10, 28] one constructsiadirectedmetabolite network graph
G = (V, E) from these files, where nodes represent compounds, and egfgesent
reactions (for simplicity, we do not consider enzymes hérep compounds, v € V

in the metabolite graph are connected by an (ar@) € E C V? if there exists a
reaction in which both: andv participate. Note that. andv can both occur on the
same side of a reaction, in contrast to what we have done fgsters object networks,
resulting in an undirected as opposed to a directed grapdhnidin problem considered
in the bioinformatics community is the extraction of (meagful) possible pathways
that allow to transform one compourds V' into a target compound< V, which is
equivalent to thé shortest path problerfi1].

A patrticular problem with this approach is the existencemtalledcurrencymetabo-
lites [16]. These are usually small biomolecules that pgodite in a large number of
reactions, and are used to store and transfer energy areltaircions. Examples of
currency metabolites includé,O, ATP, andNADH. Because of them, for example,
there exist more than 500000 distinct pathways of lengthadtmine between glucose
and pyruvate [22], most of which are not biochemically felsi The solution con-
sidered by Croes and co-workers is to weight the paths bydbe)(degrees of their
vertices, such that vertices with a large degree are pudisHative to compounds with
a higher specifity, i.e. a lower degree [10].

Here we propose to usedirectedmetabolite graph that more realistically captures the
flow constraints of the biochemical reaction network, andide the stationary distri-
bution of such a biochemical object network to weight théhpaCurrency metabolites
are expected to have a large stationary probability, siheg partake in many circular
reaction patterns, and interesting pathways should thefodoed more effectively by
bounding the total path weight.

We shall demonstrate this here by way of a simple example.

Example 7 Consider the network graph in the left panel of Figure 7.3sTtas been
generated by starting at Caffeine (C007481) in the KEGG COMRD database. All
paths of length at most 2 have been generated, and the ngsgitiph has been pruned,
such that no leaves remains (i.e. such that no vertices rewith only one arc). The
resulting network is shown in Figure 7.3 on the right. Frors tkthe stoichiometric net-
work graph on the left has been created. For each pair of camg®fu, v) € V', we sum
over the contributions to the stoichiometry from all rul&@fese weights are then nor-
malized, such that they can be interpreted as transitiobgiidities, and are displayed
in the left figure. The stationary eigenvector (using= 0.01) of the stoichiometric
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C07481
Cﬂﬁelne

0.166667/0.2
CO74BU

C00067
Favmaldshyde

Fig. 7.3 Normalized stoichiometric network graph (left panel) faaft@ine example in the text.
The right panel shows the underlying reaction network inlagg-transition) Petri net represen-
tation, where boxes correspond to distinct chemical reasti

ranking matrix is
p = (0.487,0.122,0.122,0.146, 0.122)",

corresponding to the compounds
(C00067,C07130, C07480, C07481, C13747),

and we see that Formaldehyde (C00067) qualifies as a curcemsgound. In KEGG

REACTION there are 57 reactions in which it participatesfaot. Note that the stoi-
chiometric network graph where paths of length up to threeafilowed cannot be drawn
sensibly anymore, since it already contains 58 verticesiynofwhich are due to reac-
tions with Formaldehyde. The invariant distribution candad¢culated easily, however.

P systems identification is then possible by first generaifayge stoichiometric net-
work graph, calculating its invariant distributigne Rf, and using its componens,

1 < i < N, to define weightsV - p; for a second pathway search (the constsns
used to ensure that the average weight is one). Only compgoemzbuntered on paths
with a weight below a certain, user-defined threshold are tised to define a P system
model that captures the (hopefully) relevant biochemieattions.

8 Discussion

In this paper we have shown some applications of page rartkirtge analysis and
identification of P systems. Dynamical P systems can be deresl Markov chains, and
Google’s page ranking then corresponds to the stationggngector of the transition
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matrix, after adding a small positive constant to ensuedicibility and aperiodicity.
For P systems, page ranking allows to define a probabilityildigion on the objects
(and, dually, also on the rules), and this in turn allows téirgethe entropy of a P
system, generalizing ideas of [9]. A different applicatlwas been in the identification
of P system models from biochemical databases. There,thaamt distribution should
allow to search more effectively for pathways, improving ttegree weights introduced
by Croes and co-workers. Although the complete stoichioimgtaph available in the
LIGAND database is quite large (more than 10000 verticég)gigenvector calculation
has to be done only once. The test of this idea is underway.

We have also presented some interesting problems andidireéor future work. Lastly,
let us remark that it is possible to generalize the page rankpproach to systems
with an infinite state space (by normalizing taeeragepage rank, and not the sum
of all ranks). This should be especially interesting for &malysis of (pseudo-) lattice
digraphs, being a continuation of the work in [27]. More getig, this work was mo-
tivated by the urge to adapt the methods of dynamical systeewy to P systems,
and from this perspective the invariant distribution of ayBtem can be considered to
represent the asymptotical dynamical behavior of a givestesy. In particular, we can
now give operational definitions of the concept of “stabledipoints” for P systems
as states with a large invariant probability, whereas ‘$rant” states will have a very
small invariant probability (on the order af).
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We have recently developed a prototype hardware implertientaf membrane
computing using reconfigurable computing technology. Thotype, called
Reconfig-P, exhibits a good balance of performance, fléwidhd scalability.

However, it does not yet implement nondeterministic obgistribution. One of
our goals is to incorporate nondeterministic object disttion into Reconfig-
P without compromising too significantly its performancexibility or scal-

ability. In this paper, we (a) propose an algorithm for nadedainistic object
distribution in P systems, and (b) describe and evaluatettype hardware
implementation of this algorithm based on reconfigurablmpating techno-
logy. The results of our evaluation of the prototype impletaéon show that
our proposed algorithm can be efficiently implemented usexpnfigurable
computing technology. Therefore there is strong evideheg it is feasible to
incorporate nondeterministic object distribution intod@efig-P as desired.

1 Introduction

We have recently developed a prototype hardware implertientaf membrane compu-
ting using reconfigurable computing technology. This piyyte, called Reconfig-P, ex-
hibits a good balance of performance, flexibility and sciditgbHowever, it does not
yet implement nondeterministic object distribution. Orieor goals is to incorporate
nondeterministic object distribution into Reconfig-P witth compromising too signif-
icantly its performance, flexibility or scalability. In thipaper, we (a) propose an algo-
rithm for nondeterministic object distribution in P systenand (b) describe and eval-
uate a prototype hardware implementation of this algorittemed on reconfigurable
computing technology. The results of our evaluation of thetqiype implementation
show that our proposed algorithm can be efficiently impleteémsing reconfigurable
computing technology. Therefore there is strong evidehatit is feasible to incorpo-
rate nondeterministic object distribution into Reconfigddesired.
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The contents of the paper are as follows. In Section 2, waudssthe background to
the research problem. In Section 3, we state the researdiiepno In Section 4, we
present and explain our proposed algorithm for nondetdstigrobject distribution in

P systems. In Section 5, we evaluate the correctness ancktived efficiency of the

algorithm. In Section 6, we describe our prototype hardviag@ementation of the al-
gorithm. In Section 7, we present and discuss empiricalteselated to the efficiency
of the prototype implementation. Finally, in Section 8, wawl some conclusions re-
garding the significance of our research results.

2 Background

In this section, we present the background to the problentindivates the research
described in this paper. First, we present a brief overviéunembrane computing.
Second, we present formal definitions of nondeterminismraagimal parallelism in
the context of object distribution in P systems. Third, wecdiss our overall research
program, which thus far has produced a prototype hardwasedhcomputing platform
for membrane computing called Reconfig-P. Finally, we idtrce the reconfigurable
computing technology used in Reconfig-P.

2.1 Membrane computing Membrane computingis a branch of bio-inspired compu-
ting. It investigates models of computation inspired bytaiarstructural and functional
features of biological cells, especially features thageabiecause of the presence and ac-
tivity of biological membranes. There are several types efimhrane computing models.
These include cell-like models, tissue-like models anda@euodels. As many of the
fundamental features of membrane computing models aremras cell-like models,

we focus on cell-like models in our research.

Biological membranes define compartments inside a cell pars¢e a cell from its
environment. The compartments of a cell contain chemidastsunces. The substances
within a compartment may react with each other or be selelgtiransported through
the membrane surrounding the compartment (e.g., througfkiprchannels) to another
compartment as part of the cell's complex operations.

In a membrane computing model, calle® aystemmultisets of objects (chemical sub-
stances) are placed in the regions defined by a hierarchisalbrane structure, and the
objects evolve by means of reaction rules (chemical reasf}ialso associated with the
regions. The reaction rules are applied in a maximally pelfalondeterministic man-
ner (in a sense to be defined below). The objects can intetittother objects inside
the same region or pass through the membrane surroundimggdia to neighbouring
regions or the cell's environment. These characteristiesused to define transitions
between configurations of the system, and sequences oftimassare used to define
computations. A computation halts when for every regioas itdt possible to apply any
reaction rule.
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Fig. 2.1 (a) A P system with one region and four reaction rules, and (lsx of the possible ways
in which the reaction rules in the P system can be applieddrctirent transition given that they
must be applied in a maximally parallel manner.

For more information about the fundamentals of membranepedimg, we refer the
reader to [6].

2.2 Nondeterministic, maximally parallel application of reaction rules in P sys-
tems Nondeterminism and maximal parallelism are key feature® afystems. We
define these features below, first informally and then folynal

Definition of maximal parallelism In a transition of a P system, if any reaction rule
can be applied, imustbe applied. That is, in a transition, if a reaction rule iseatal
consume a multiset of objects that have not been consumeithbyreaction rules, then
it must consume that multiset of objects. This is thaximal parallelisnproperty of P
systems.

Figure 2.1 shows an example P system, and lists the possilyteiwwhich the reaction
rules in the P system’s only region can be applied given tiey thust be applied in
a maximally parallel manner. The actual way in which the tieacrules are applied
is selected nondeterministically (in a sense to be defindalerom this range of
possibilities.

Suppose that zero instancesRf, one instance oRs, one instance o3 and one in-
stance ofR, were to be applied in the current transition. This wonddbe a maximally
parallel application of the reaction rules. This is becaadter the application of the
reaction rules, the multiset of objects remaining in théaregvould have been®b°c?,
in which case an additional instance®f could have been applied.

Note that the case in which the number of instances for eaxtiion rule in a region is
zero is regarded as an application of the reaction rules.
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Definition of nondeterminism As illustrated in Figure 2.1, when the reaction rules in
a region are applied in a maximally parallel manner duringpadition, there are often
multiple ways in which the objects in the region can be disiiéd to the reaction rules.
(For instance, in the current transition of the P systemaegdiin Figure 2.1, the ob-
jects can be distributed in eleven different ways, so thezekeven possible maximally
parallel applications of the reaction rules.) If the maximaparallel application that
actually occurs is selected from this range of possibdité random, we say that the
application isnondeterministicOtherwise, we say that the applicatiordisterministic

Formal definitions We now present formal definitions of maximal parallelism and
nondeterminism.

Let then > 1 reaction rules in a region of a P system be:

Ry 07" 032t ol — ..

Ry: 072057 ... o2 — ...

+ q1n 02n
R, 07" 0qy

Amn
v O — ey

whereoy, 0y, ...,0,, are the object types in the P system, and egglil <i <m,1 <
j < n)is a nonnegative integer. Let the multiset of objects atdd in the region be
ol o2 ...obm, where each; (1 < i < m)is a nonnegative integer. And let, zo, ...,z
denote the numbers of instances of the reaction rRleRk,, ..., R,,, respectively, to be

applied in the current transition.

Suppose that the reaction rules in the region are applied during a transithmit is
not possible to consume more objects of a given type thamérally available, each
of the following conditions must be satisfied:

a11271 + apxe + ... tar, < by

a21%1 + a2 + ... a2, Ty < b

Am1ZT1 + G222 + ... T AmnTn S bm

Definition of maximal parallelisniet s = (s1, s2, ..., S,) be a solution to the linear
system of inequalities given above, wheig so, ..., s,, are nonnegative integers. This
solution represents values of, z-, ..., z,, for which all of the inequalities in the lin-
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ear system hold. Thencorresponds to a maximally parallel application of the tieac

rulesR;, Rs, ..., R, if and only if the solutiorv = (v, va, ..., v,) (Wherevy, va, ..., v,
are nonnegative integers) of the linear system

a11x1 + a1 + ... ta,x, < b/l

a1 &1 + oo + ... a2z, < bh

/
Am1T1 + Am2T2 + ... +arrm,xn S b,.,L,

where
/
bl =b1 —a1151 —a1282 — ... — G1nSn
/
b2 = bg — a21S51 — 22582 — ... — A2 Sn
/
b, =bm — am151 — Gm252 — ... — AmnSn

is such thav is the zero vector.

(Note that ifvy, vo, ..., v, were real numbers rather than integers, we would have that
each of these values is greater than or equal to zero anchies4 1)

Definition of nondeterminisfhhere arep > 0 possible values fos. If the value fors is
selected at random from this rangepopossibilities, thers corresponds to a nondeter-
ministic maximally parallel application of the reactioregs. Otherwise, it corresponds
to a deterministic maximally parallel application of thacéon rules.

2.3 Our overall research program To exploit the performance advantage of the
large-scale parallelism of P systems, it is necessary tougg&ehem on a parallel compu-
ting platform. To this end, researchers have investigatgdlfel computing platforms
for membrane computing, including platforms based on saféw(see, e.g., [1]) and
platforms based on hardware (see, e.g., [4], [5] and [7]).

Our overall research program is focused on hardware-basedlgd computing plat-

forms for membrane computing. Hardware-based paralleleding platforms execute
algorithms that have been directly implemented in hardwEne hardware platform im-
plements the algorithm in terms of the parallel activitiés @ertain number of proces-
sors that are spatially, rather than temporally, relatdg dbility to use parallel proces-
sors brings a potentially very significant improvement ir&xtion time performance.
However, the use of the spatial dimension means that the euoftprocessors, and
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therefore the class of algorithms, that can be implememebeplatform is constrained
by the amount of hardware resources available on the piatfor

Our research involves an investigation of a certain novplagch to the development
of a parallel computing platform for membrane computingisTdpproach involves the
use of reconfigurable hardware and an intelligent softwaraponent that is able to
configure the hardware to suit the specific properties of tlsyd®em to be executed.
We have developed a prototype computing platform callebRig-P based on the ap-
proach [4] [5]. Reconfig-P is currently able to execute P ayst that are the same as
basic cell-like P systems, except that objects are diggibto reaction rules in a deter-
ministic (rather than a nondeterministic) manner. It isfirg hardware-based parallel
computing platform for membrane computing to implemengfialism at both the sys-
tem and region levels, and is one of the most complete halingrlementations of
membrane computing published to date.

The implementation approach on which Reconfig-P is basexhies

e use of a reconfigurable hardware platform,

e generation of a customised digital circuit for each P systeive executed, and

e use of a hardware description language that allows digitaliits to be specified at
a level of abstraction similar to the level of abstractiomvaich a general-purpose
procedural software programming language (such as C) alklgorithms to be
specified.

In the approach, a software component of the computinggatatiis responsible for
analysing the structural and behavioural features of thgsem to be executed and
producing a hardware description for the P system that lertad to these features.
When determining the hardware description for the P systeensoftware component
aims to maximise performance and minimise hardware resaxgnsumption. The em-
pirical results presented in [4] show that for a variety ofyBtems Reconfig-P achieves
very good performance while making economical use of hardwesources.

The natural next step in the development of Reconfig-P id¢orgdt to incorporate non-
deterministic object distribution into Reconfig-P. Altlgduit is quite clear that support-
ing nondeterminism will result in higher hardware resouroeasumption and a degra-
dation in execution time performance, it is unknown just tefficient an implementa-
tion of nondeterministic object distribution could be madée. Therefore, despite the
positive results mentioned above, it is unknown whethedeterministic object distri-
bution could be incorporated into Reconfig-P without conpiging too significantly
its performance, flexibility and scalability.

2.4 Reconfigurable computing technology As already mentioned, hardware-based
computing platforms execute algorithms that have beerctijrénplemented in hard-
ware. In one approach, an application-specific integrateiic (ASIC) is used. The
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Fig. 2.2 An FPGA chip with different types of memory.

design of an ASIC is tailored to a specific algorithm. As a espuence, ASICs usu-
ally achieve a higher performance than software-prograchmieroprocessors when
executing the algorithm for which they were designed. Havewith this higher per-
formance comes reduced flexibility: as the implementedrélyuo is fabricated on a
silicon chip, it cannot be altered without creating anotbleip. In another approach,
reconfigurable hardware is used. Unlike ASICs, reconfigierebrdware can be modi-
fied. Therefore, by using reconfigurable hardware, it is fibs$o improve on the per-
formance of software-based computing platforms whileingtg some of their flexi-
bility. The computing paradigm based on the use of recondiglerhardware is known
asreconfigurable computingMe now briefly introduce the reconfigurable computing
technology used in Reconfig-P.

FPGAs A field-programmable gate array (FPGA) is a type of reconfigple hardware
device. A standard FPGA consists of a matrix of configuratudgd blocks (CLBs). The
CLBs are connected by means of a network of wires. They carsbd to implement
logic or memory. Each CLB is composed of a number of slicesh & which consists
of two four-input lookup tables (LUTS), two flip-flops and sermternal logic (e.g.,
carry logic used in the implementation of arithmetical giems). The LUTs can be
used to implement logic gates or small memories. The flipsflogin be used to create
state machines. The CLBs at the periphery of the FPGA camperf/O operations.
The functionality of the CLBs and their interconnections ¢ modified by loading
configuration data from a host computer. In this way, anyaustiigital circuit can be
mapped onto the FPGA, thereby enabling the FPGA to execw#getyof applications.

Figure 2.2 shows an FPGA chip with different types of memory.

Handel-C Digital circuits are specified in hardware description laages. A popular
high-level hardware description language is Handel-C.dé&C allows a hardware cir-
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cuit to be specified at the algorithmic level rather than aell at which the structure
of the circuit is apparent, and therefore eases the prodedssigning a circuit for an

application. Handel-C includes a small subset of the C @uogning language as well
as additional constructs for the configuration of a hardwiasgce, including constructs
related to parallelism, communication, timing and bit npatation. Every Handel-C

statement takes exactly one clock cycle to execute. Therdfas relatively easy for

programmers to measure the number of clock cycles thatéstekexecute a particular
algorithm on the hardware device. In terms of data storageddl-C provides several
options, including arrays, on-chip distributed RAMs, dripcdedicated RAMs and off-

chip RAMs. Each of the storage options has its own benefitsleamsbacks, depending
on the specific data to be stored. We discuss the storagensitedow.

Data storage

Arrays An array in Handel-C is a collection of individual registeesach of which is
implemented directly as one or more flip-flops. An elementofaay may be used
exactly like an individual register (by means of an indewitite array) and therefore all
elements of the array can be accessed in parallel. Howéwgiistachieved by means
of a multiplexer between the registers, which can be expertsiimplement, both in
terms of the hardware resources required and in terms obtjie tielay induced.

On-chip distributed RAMs The LUTs in CLBs can be configured to operate as 16
x 1 RAMSs (i.e., 16-deep, 1-bit-wide RAMS). In this way, RAMsdae placed at arbi-
trary locations on the chip. These RAMs are caltBstributed RAMsIn terms of the
hardware resources required, a distributed RAM is moreieffido implement than an
array, because there is no switching between the various Kamd therefore no need
for a multiplexer. However, this efficiency comes at a costlyamne entry of a dis-
tributed RAM can be accessed in any one clock cycle, andfthrerdistributed RAMs
are unsuitable in situations where concurrent access terdift entries in a RAM is
required.

On-chip block RAMs To complement the shallow distributed RAMs that are im-
plemented in CLBs, some FPGAs provide dedicated RAMs knaiack RAMsor
BRAMs which allow for on-chip storage of kilobits of data. BloclARIs are set aside
for use as memory, and cannot be used for any other purposeefbhe, using block
RAMs instead of distributed RAMs for on-chip data storagleves one to dedicate
more of the configurable hardware resources on the FPGA tartpeementation of
processing logic. However, using block RAMs has three m#&adiantages. First, a
block RAM has greater access latency than a distributed R#&d, therefore the use
of block RAMs instead of distributed RAMs can result in a séoveircuit. Second,
because block RAMs have fixed locations, the use of block Reddsices the routing
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options available to the compiler, and consequently mayltresgreater routing delays.
Third, although a single block RAM holds a large amount ogd#te number of block
RAMs available on an FPGA is limited. This limits the amoufparallelism across
data structures implemented as block RAMs. Block RAMs aitable in situations
where a large amount of data needs to be stored on the chiplar@ wach block RAM
is not accessed from many locations on the chip.

Off-chip RAMs In addition to allowing data to be stored on the chip, some A®G
allow data to be stored in RAMs located off the chip. These RARBlledoff-chip
RAMs provide for the storage of megabytes of data. Howevergtrgea higher latency
associated with accessing an off-chip RAM than with acogsan on-chip RAM, and
off-chip RAMs allow only one read or write access per clockley

3 Research problem

The problem that motivates the research described in tisrda (a) to devise an effi-
cient algorithm for nondeterministic object distributionP systems, and (b) to develop
and evaluate the efficiency of a prototype hardware impleatiem (based on reconfig-
urable computing technology) of the devised algorithm.

This research problem fits into our overall research prograhich is aimed at the de-
velopment of a complete hardware implementation of badidike P systems which
effectively balances the requirements of performanceiffiy and scalability. In par-
ticular, the extent to which the problem can be solved isaliyegelevant to the question
of the feasibility of incorporating an implementation ofrrteterministic object distri-
bution into Reconfig-P, our existing hardware implementatf membrane computing.

4 An algorithm for nondeterministic, maximally parallel object
distribution in P systems

In this section, we propose an algorithm for nondetermimistaximally parallel object
distribution in P systems.

In order to indicate some of the important issues that wegoti@ted during the de-
velopment of the proposed algorithm, and in order to fatiita comparison of our
algorithm with possible alternative algorithms, we prasamd discuss our algorithm
in the context of a wider discussion of the main potentiatsigies for the solution of
the nondeterministic, maximally parallel object disttilom problem (henceforth to be
referred to as thebject distribution problem
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4.5 Potential approaches Fundamentally, any effective approach to the object dis-
tribution problem must (a) consider a certain space of jpdessiolutions which contains
all of the solutions to the object distribution problem, (b) béeao correctly distinguish
(either explicitly or implicitly) between solutions and maolutions within this space of
possible solutions, (c) randomly select a solution in suglag that all solutions have
the same nonzero probability of being selected, and (d)utw@psolution in a timely
manner.

Approaches may differ with respect to the size of the spagmss$ible solutions that is
considered. Some approaches may involve an explicit de@tatimn of the boundaries
of the space of possible solutions to be considered, whetbas approaches may be
designed in such a way that an explicit determination is eqgtiired.

Approaches may also differ with respect to the way in whigythavigate the space of
possible solutions. Some approaches are designed in suak that all non-solutions
are avoided, so that only solutions are considered duriagévigation of the space of
possible solutions. We call such approactigsct approaches. Other approaches con-
sider both solutions and non-solutions during the navigatiVe call such approaches
indirectapproaches.

To fulfil requirement (c), an approach obviously requireg @n more sources of ran-
domness.

4.6 Indirect approaches

Indirect straightforward approachTheindirect straightforward approacks to simply
enumerate all the possible solutions to the object didinbyproblem that are contained
in a certain space of possible solutions (which is known tot@io all the solutions to
the object distribution problem), and then pick possibleitsons at random, checking
whether they are actually solutions, until a solution isrfdu

The indirect straightforward approach considers both solations and solutions as
it navigates the space of possible solutions. More speltjfidaconsiders a number
of non-solutions before it finds a solution. The algorithaméhates only one possible
solution at a time. The first solution to be found is the solutihat is output.

The designers of an algorithm for the solution of the objéstridhution problem should
regard the efficiency of the indirect straightforward apgao as a baseline efficiency,
and aim for an efficiency significantly higher than this baseeéfficiency.

Incremental approachNondeterministic, maximally parallel distribution of @ajts to
reaction rules is perhaps most intuitively implementedrinreremental manner. In the
incremental approacithe distribution of objects to a particular reaction rideccom-
plished in rounds; that is, a reaction rule may potentiadyppocessed many times. It
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is an indirect approach. Martinez, Fernandez, Arroyo antiegez (2007) have pro-
posed an incremental algorithm for nondeterministic, nmeatly parallel distribution of

objects to reaction rules. This algorithm has significab#iter efficiency than the indi-
rect straightforward approach. We now describe the allgoriin order to illustrate the
fundamental features of the incremental approach.

In the incremental approach, those reaction rules to whistpiossible that objects will
be distributed are placed in@ool. Initially, all of the reaction rules are in the pool.
During the course of the object distribution process, lieactules are removed from
the pool. At any given time, the reaction rules in the poolthse that are still under
consideration, whereas the reaction rules out of the p@oharlonger under consider-
ation. In each iteration, one of the reaction rules in thel j@eelected at random, and
its number of instances is incremented by a random amouoh ($at the total num-
ber of instances of the reaction rule does not exceed itsrmanxi possible number of
instances given the multiplicities of the object types ia tegion). The multiplicities of
the object types in the region are then updated (decreasedjding to the number of
instances of the reaction rule added in the previous stefhigpoint the applicability
of each of the reaction rules in the pool (given the updateliipticity values) is che-
cked. If it is impossible for there to be additional instamoéa particular reaction rule,
then that reaction rule is removed from the pool; otherwits&mains in the pool. The
process repeats until there are no more reaction rules ipabk

Like the indirect straightforward approach, the increna¢approach considers a num-
ber of non-solutions before it finds a solution, and outphbtsfirst solution it finds.
Unlike the indirect straightforward approach, it may eliraie more than one possible
solution at a time (i.e., in a round). As it is impossible foetnumber of instances of a
reaction rule to decrease, at any given time all possiblatisois for which the number
of instances of any reaction rule is less than the currenievar the number of instances
of that reaction rule is no longer under consideration. €fae, in general, the incre-
mental approach converges on a solution more quickly thaimttirect straightforward
approach.

This approach can be more efficient for many applicationsvéler, the efficiency of

the incremental approach depends on the random numbertahoes that is added
to the current number of instances of the selected readtilenat each iteration. If the

random numbers generated are small, the approach can takgterations to distribute

the objects to the reaction rules. This is particularly twteen there is a large number
of applicable reaction rules in the region and the numbewaflable objects for each

object type is large.

It might be more desirable, particularly from the point oéwi of efficiency, to deter-
mine the final number of instances of a reaction rule directther than indirectly. In
a direct approach, the distribution of objects to a paréicuéaction rule occurs in one
step. To the best of our knowledge, no instances of the diggmtoach to the implemen-
tation of nondeterministic, maximally parallel objecttdisution have been reported in
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the literature. This is a reflection of the general lack ofesesh done so far on im-
plementations of nondeterministic, maximally parallejeait distribution, and does not
suggest that the direct approach is infeasible. We now testwo direct approaches:
thedirect straightforward approachnd our own proposed algorithm.

4.7 Direct approaches

Direct straightforward approachin the direct straightforward approachall the solu-
tions to the object distribution problem are given as inputi one of these solutions
is simply selected at random. This would be a feasible amprdfethe multiplicity of
each object type in the region were static. In that casehalpbssible solutions could
be calculated at compile-time, and one of these solution&ldoe randomly selected
at run-time during each transition of the P system. Howayigen that the multiplici-
ties of the object types in the region change throughout xeewion of the P system,
the approach is infeasible, mainly because of the large atmfutime and hardware
resources required for the calculation of all the possiblat®ns at run-time.

Our proposed approach: the DND algorithriVe have devised an algorithm for nonde-
terministic, maximally parallel object distribution in Fsgems. Our algorithm, which
we call theDirect Nondeterministic Distribution algorithwr DND algorithm performs
the distribution of objects to a reaction rule in one steglfwi possible adjustment step
performed before the termination of the algorithm), find®kson without needing to
enumerate possible solutions, and is able to operate witheing explicitly aware of
many of the characteristics of the space of possible saistid/e now describe how the
DND algorithm works.

As shown in Section 2.2, the number of objects available érégion in the current
transition and the number of objects for each object typeired by each reaction rule
can naturally be represented as a linear system of inemsalit the number of reaction
rules isn, then the linear system, if interpreted geometrically,regiam-dimensional
space. This space is the space bounded by the hyperplanestefithe: inequalities
(taken as equations) of the linear system. The possiblemalyi parallel applications
of the reaction rules correspond to certain points withengpace. Our approach selects
one of these points at random in a direct manner: the randdue ¥ar each coordinate
of the point is determined in one step (plus a possible amtiti adjustment step in
which the value is confirmed or adjusted).

Under the geometric interpretation, each reaction ruleesmponds to one of the di-
mensions of space. The point closest to the origin at whicypeifplane intersects the
axis for a dimension is the least upper boubdyndary valugfor the number of instan-
ces of the reaction rule associated with the dimension. Bbisxdary value is simply
the minimum ratio of all the ratios of the number of availablgects for an object type
and the number of objects of that object type required by ¢laetion rule.
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procedure obtainASolutionNondeterministically (
m: number of object types required by a reaction rule
n: number of reaction rules in the region
A: an mxn matrix (with initially unmarked columns) used to store the coefficients
of the linear
system
B: an initially empty mxn matrix that contains results of calculations carried out
on A
C: an mx1 matrix that contains the RHS constants of the linear system
X: an nx1 matrix used to store the solution
V: an mx1 matrix used to store accumulated sums used in the calculation of values
to be
stored in B
Z: a list of integer labels for columns of A (ordered according to the order in which
the columns
of A are processed)

Z(k): the k' element of Z

//Forward phase

1. foru=1ton

2. Randomly select a column p from all the unmarked columns in A (1 < p < n).
3. Add p to Z.

4. if B is empty

5. let g be the minimum value of all ¢;/aj, (1 < i < m).
6. else

7. let g be the minimum value of all bj,.q)/aj, (1 <7 < m).
8. if p is the only unmarked column in A

9. if g is an integer

10. Set xp = q. End procedure.

11. else

12. Set xp = |q]. Go to 22.

13. else

14. ifg=0

15. Set x, = q and mark x,, as final.

16. else

17. Randomly select r € {0,1,..., | g} and set x, = r.
18. Forall i (1 <i < m), setv;=v;+ rajp.

19. For all i (1 < i < m), set bj, =c¢; —v;.

20. Mark column p in A.

21. end for

//Backward phase
22. Reset V and set vi = xz(;)ajz(n) for all i (1 < i < m).
23. fors=n-1tol

24, if Xz(s) is not marked as final

25. ifs=1

26. let g’ be the minimum value of all (¢j —vi)/ ajz1) (1 <7 < m).

27. else

28. let g’ be the minimum value of all (bjs_1) = vi)/ ajz(s) (1 < i < m).
29. if xz(5) # q' set xz) = [q'] -

30. Forall i (1 <i < m) setvi=v;+ [q] ajzes)-

31. end if

32.  end for

Fig. 4.3 Pseudocode for the DND algorithm. (For the sake of simplioft presentation, it is
assumed that the coefficient matrix contains only nonzelega)
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At the beginning of the DND algorithm, the linear system iglda haven — 1 degrees

of freedom. This is becauseif— 1 of the dimensions have been assigned a value, the
value for the remaining dimension is fixed at a particulauealobviously dependant
on the values assigned to the other dimensions). The digostarts by selecting a di-
mension (1 < i < n) at random. An integer valug € [0, 3], whereg is the boundary
value for the dimension, is then selected at random. Theevafu:;, the number of
instances of the reaction rule associated with dimensi@set tov;. The value ofr;

is provisional at this stage, unless = 0, in which case the value af; is final. Even

if the current value ofc; is provisional, the algorithm proceeds for the time being on
the assumption that the value ©f is final. That is, the value for dimensianof the
random solution is assumed to be determined. (It is thistfeitmakes the algorithm
an instance of the direct approach to the object distrilbytimblem.) The value of; is
substituted into the linear system, which results in a needr system with one fewer
degree of freedom. This in effect removes the dimensifsam consideration and im-
plicitly changes the boundary values for the remaining disi@ens. At this point, one
of the remaining dimensions — call it dimensigr— is selected at random. This di-
mension is processed in a similar manner to the previouslggssed dimension (i.e.,
dimensioni): z; is calculated (and regarded as provisional unigss- 0), z; is substi-
tuted into the linear system, and a new linear system withfewer degree of freedom
results. The remaining dimensions are processed in a simdaner. When the last di-
mension is processed — call it dimensibr— the degree of freedom is 0. This means
that the random value for the dimension (i.8,) has already been determined. Because
of the mathematical properties of the object distributioolppem, it turns out thaty, is
always the floor of the boundary value for the dimension. Taisie is the final value
for zy, even if it is nonzero. This completes the first phase of therithm, which we
call theforward phase

At the end of the forward phase, a provisional solution toabject distribution problem
has been obtained. Eaghvalue (L < p < n)is the number of instances of the reaction
rule associated with dimensignin the provisional solution. It is a key feature of the
DND algorithm that the provisional solution obtained dgrthe forward phase is either
an actual solution or close to an actual solution that ujgoerresponds to it. If the
boundary value calculated for the last dimension to be m®eg in the forward phase
(i.e., dimensiork) is an integer, and each reaction rule requires at least bjextoof
each object type (so that the relevant coefficients in thealirsystem are all nonzero),
then the provisional solution is an actual solution. In ttase, no further computation
is required, and the algorithm terminates. Otherwise, @@lodthe algorithm called the
backward phaseommences. In the backward phase, the provisional solthianwas
obtained during the forward phase is adjusted (if nece¥sarthat it coincides with its
corresponding actual solution.

In the backward phase, the dimensions are processed irsesgatter (with respect to
the order randomly chosen in the forward phase). Dimenkjahe last dimension to
be processed in the forward phase, is skipped, becauseltieefoax;, is already final.
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In processing a dimensian(q # k), thez, values ¢ # ¢) for the other dimensions
(regardless of whether they are provisional or final) areardgd as fixed (i.e., these
values are substituted as is into the linear system)pane-the maximum value of,,
(given the inequality associated with dimensidn the linear system) — is determined.
The value ofz, is either confirmed (if it is the same as,) or adjusted ton,. When the
final 2, values ( < p < n) for all dimensions have been determined, the final solution
to the object distribution problem has been obtained, aadlforithm terminates.

Unlike algorithms based on the incremental approach, thB Bidorithm does not need
to navigate through a series of non-solutions. It is designsuch a way that it always
converges on a solution without needing to process nortisoki In fact, it avoids the
processing of non-solutions, and exhibits no bias towangssalution, without needing
to perform any explicit reasoning about the space of possiblutions as a whole.

Pseudocode for the DND algorithm is shown in Figure 4.3.

4.8 Explanation of our proposed approach In this section, we attempt to provide
some intuition for the principles behind the operation & BDND algorithm. Again we
exploit the analogy witm-dimensional geometry.

To allow a graphical presentation, we project all the solusito the object distribution
problem (i.e., all the possible maximally parallel appficas of the reaction rules) in
n-dimensional space onto two-dimensional space using|pbhcaiordinates. Parallel
coordinates are often used in the visualisation and arsadyslata inn > 3 dimensions.

If one regards am-dimensional datum as a point irdimensional space, then the
method of parallel coordinates can be explained as folld@show a set of points in
n dimensions, a backdrop consistingsofvertical and equally spaced parallel axes is
drawn. A point is represented as a polyline with verticestengdarallel axes, where the
position of the vertex on thé" axis corresponds to thé coordinate of the point.

We use parallel coordinates in the following way. Each parakis corresponds to one
of thex; (1 <1i < n) (i.e., the number of instances of the reaction rule assediaith
dimensioni). There are: reaction rules, and so there argarallel axes.

A solution to the object distribution problem corresporma fpolyline with exactly one
vertex on each parallel axis, where the position of thisesecbrresponds to the number
of instances calculated for the reaction rule associat#dthe axis.

In Figures 4.4 and 4.5 we present two examples to show in koadithe how the DND
algorithm works. The P system used in the examples is showigure 2.1. Thus we
haven = 4. In the examples, we suppose that the random order in whehethction
rules are to be processedrig s, 73, r1. All of the solutions to the object distribution
problem for the current transition of the example P systesrsapwn in Figure 2.1.
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Example 1

Initially, the linear system has — 1 (= 3) degrees of freedom. Since in the DND algorithm, eachbtiea
rule is processed in only one step, the algorithm determtinesolution (in the forward phase) in(=
4) steps. The algorithm starts by selecting a reaction rutaradlom. According to our assumption, the
reaction rule that is chosen firstitg. The algorithm determines the maximum possible value (Bagn
value) forz4 (i.e., the number of instances ©f). The boundary value is determined to be 3, so the rahge
of values on the parallel axis associated withis [0, 3]. The algorithm then selects an integer value

in this range at random. Suppose that the value it selectsTigi® means that the value of; is set to
0. This provisional value ot4 will either be equal to the final value aof; (if the algorithm ‘guessed’
correctly) or smaller than the final value of (if the algorithm guessed incorrectly). Consequently, (all
values smaller than the provisional value are filtered oetve¥theless, as there are no solutions to the
object distribution problem for whickry, < 0, no solutions are eliminated, and so all of the solutigns
still have a chance of being output by the algorithm (see reigia). The provisional value af4 is
substituted into the linear system, which means that theritiign now proceeds on the assumption that
x4 = 0. In effectr, is no longer under consideration, and so the updated lingsierm now has 2
instead of 3 degrees of freedom. At this point, the algorisetects another reaction rule at random. By
our assumptiony2 is selected. When processing (see Figure 4.6b), the algorithm determines that the
updated boundary value fa, is 2, so the range of values on the parallel axis associatidewiis [0, 2].
Suppose that the algorithm selects 1 as the provisionaéValurs. This eliminates all the solutions tp
the object distribution problem for whickh < 1. The polylines associated with the eliminated solutigns
are now shown in grey on the graph. The value s then substituted into the linear system, effectively
removingrs from consideration, and resulting in a new linear systenmitegree of freedom. At thi
stage, the algorithm randomly selects the reaction rglewWhen processings (see Figure 4.6c), the
algorithm determines that the updated boundary valuefois 4. Therefore the range of values on the
parallel axis associated withg is [0, 4]. Suppose that the algorithm selects 1 as the panasivalue
for x3. As a result, all solutions to the object distribution pegil for whichzz < 1 (that have not yet
been eliminated) are eliminated. The polylines associatttthese eliminated solutions are now shoyn
in grey. The provisional value forg is substituted into the linear system, effectively remgvig from
consideration, and resulting in a new linear system withdrekes of freedom. The algorithm now moves
on to process, the last remaining reaction rule. As the degree of freedom is 0,z is set to be the
updated boundary value far , which is 1. This eliminates all the possible solutions fdriet z; < 1.
Since the boundary value is an integer, no application ofittee function is required, no backward phase
is required, and the algorithm terminates.

Thus the nondeterministically chosen solution to the dhgiestribution problem iszy = 1, zo = 1,
x3 = 1, z4 = 0. This solution corresponds to the only remaining polyliné-igure 4.6d.

Fig. 4.4 An example of the operation of the DND algorithm, in whichytiie forward phase is
executed.

5 Evaluation of the DND algorithm

In this section, we evaluate the correctness and theokética and space complexity
of the DND algorithm.

5.9 Time complexity We now compare the time complexity of the DND algorithm
with the time complexity of the incremental algorithm delsed in Section 4.6. In our
time complexity analysis, we make a number of simplifyinguaaptions. First, the
comparisonis done at the conceptual/algorithmic levélaeathan at the implementation
level. Second, we do not take into account relatively indiggint operations performed
by the algorithms. Third, we assume, for both algorithmaf tertain operations have
the same time complexity in all situations, even though alitg this time complexity
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Example 2

In Example 1 (see Figure 4.4), it was not necessary for the CAigorithm to execute the back
ward phase. We now alter the example slightly in order tcsttlate the backward phase.

Suppose that in Example 1 the algorithm had set the value;db 3 instead of to 1. In this case, all
solutions to the object distribution problem that had ndtlygen eliminated for whicks < 3 would
have been eliminated. However, since there is no solutidghegmbject distribution problem for whic
x3 = 3, a new polyline going throughs = 3 needs to be introduced (see the dotted polyline in Figure
4.6e). With the value of3 set to 3, the boundary value calculated 4aris 0.5 (see Figure 4.6f). Sinc
the value for each; (1 < i < m) must be an integer, the algorithm performs the floor fumcta 0.5

and therefore sets the value of to O (see Figure 4.69). The fact that the boundary value ferddkt

processed:; value (i.e.,z1) was not an integer alerts the algorithm to the fact that édseto execute
the backward phase. In the backward phase, the algoritheegses each of the; values in reverse
(with respect to the order followed in the forward phase}hvtiie exception of the last; value to have
been processed in the forward phase, which is skipped. sret@mple, the algorithm skips (leaving

its value set to 0), processes (increasing its value to 4), processes (leaving its value at 1), and then
finally processes:s (leaving its value at 0). When processing @nvalue, the algorithm calculates th
maximum possible value for the; value on the supposition that the othervalues are fixed at thei
current (not necessarily final) values. For example, whetgssing thecs value, it is assumed that
x4 = 0, z2 = 1 andz; = 0. Given these constraints, the maximum possible value:ois 4, so the
algorithm sets the value afs to 4.

The solution that is output by the algorithm in this examperesponds to the polyline shown in Figufe
4.6h. Thus the nondeterministically chosen solution todbhgect distribution problem isz; = 0,
o = 1,23 =4,24 = 0.

L%

D

Fig. 4.5 An example of the operation of the DND algorithm, in which b¢the forward phase
and backward phase are executed.

may vary depending on certain characteristics of the infpatexample, the time taken
to find the boundary value associated with a reaction ruledep on the specific defi-
nition of the reaction rule, but in our analysis we do not takte account the specifics
of this definition, and so assume a fixed time complexity ferdperation. Finally, we
assume that all the reaction rules in the region are appédalithe current transition.

We consider the performance of the algorithms in the besg;@verage-case and worst-
case scenarios. The best-case scenario is the situatiohiai it so happens that as
many objects as possible are distributed to the first remctile to be selected, and there
are not enough objects remaining for any objects to be Higed to any of the other
reaction rules. The average-case scenario is the situatiohich all reaction rules are
processetf. The worst-case scenario is the situation in which all mféfactors that
cause an increase in time complexity are in effect.

The results of the time complexity analysis are shown in &&bl. We now comment
on the time complexity results.

In the best case, the two algorithms have similar time coxifs. However, the DND
algorithm devotes more time than the incremental algorithrthe random selection
of reaction rules. The incremental algorithm is able to detgtraight after distributing

1ONote that a reaction rule may be processed without beingrmesgiany objects.
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Fig. 4.6 Graphs used in the explanation of the examples presentddunes 4.4 and 4.5.
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Definitions
n is the number of reaction rules in the region.

tsr is the time taken to randomly select a reaction rule from &ectibn of reaction rules
whose size is unknown at compile-time.

t’.,. is the time taken to randomly select a reaction rule from kectibn of reaction rules
whose size is known at compile-time.

tye IS the time taken to calculate the boundary value for the rermobinstances of a reaction
rule.

try IS the time taken to select a value from a range of valid vaideandom and assign this
value to a reaction rule as its number of instances.

t,, is the time taken to update the multiplicities of availablgeat types in the region.

tey is the time taken to check whether the current value for thaber of instances of a
reaction rule is final.

p; is the number of times reaction rute is processed.
qf. is the number of reaction rules still under consideratiorewheaction rule is
being processed in th@" iteration of the algorithm (a positive integer).

In the table below, we abbreviatg, + ¢, + tu (i.€., the time taken to process a reaction rule)as

Time complexities

Best case Average case Worst case
DND ntl,. + tpr + nteo Betweenn(t.,. + tpr) n(th, + tpr + tu + tew)
algorithm andn(tl, + tpr + tu + tew)
Incremental tsr + tpr + ntey Z?:l Pi (tsr + tp'r Z?:l Pi (t.S'r + tpr
algorithm
+ 3281 d4ftev), where +>20L 1 altev), where
pi, q; are relatively small pi,q; are large

Table 5.1 Time complexity analysis for the DND algorithm and increr@malgorithm.

objects to the first selected reaction rule, that none of &meaining reaction rules is
able to obtain any of the remaining objects by checking preadefinedorder the ap-
plicability of each reaction rule given the updated muitiples of objects in the region,
and so does not need to make any further random selectioractfan rules. The DND
algorithm, on the other hand, checks the remaining reactites in arandomorder,
and therefore must perform one random selection per remgiiaction rule.

In the average case, in the DND algorithm, every reactiomigiprocessed at least once,
and possibly some of the reaction rules are subjected toditi@thl checking process,
during which it is determined whether the number of instancgthe reaction rule
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should be adjusted and, if so, by how much. In the incremaigakithm, each reaction
rule is processeg, times and is subject tE?"’:l q] checking processes, during each
of which it is determined whether the number of instancesefreaction rule can be
increased. The values fpy andg; are in general of a moderate magnitude.

In the worst case, in the DND algorithm, each reaction rulgrggessed once and also
subjected to one checking process. In the incrementalighgorthe time complexity is
the same as in the average case, but the values for the ctnstandg; are in general
much larger.

The above observations suggest that the performance ofNizdlgorithm, at least in
terms of theoretical time complexity, is similar to that betincremental algorithm in
the best case, clearly surpasses that of the incrementaithly in the average case,
and significantly surpasses that of the incremental algorin the worst case. For the
average and worst cases, the time complexity of the DND #lgordepends om,
whereas the time complexity of the incremental algorithmetels om, eachp; and
eachg; (1 < ¢ < n). In the average case, if the andg; values are small, although
the DND algorithm performs better than the incremental atgm, the difference in
performance between the algorithms is not large (espgdfall is small). However, as
thep; andg; values increase, the performance of the incremental algordiminishes
in comparison with the performance of the DND algorithm. e worst case, the;
andg; values are very large, and the performance of the DND algoris much better
than that of the incremental algorithm.

5.10 Space complexity Let m be the number of object types in the region and
the number of reaction rules in the region. Both the DND &tfar and incremental
algorithm need to store (a) for each reaction rule in theaegihe number of objects
of each object type required for the application of one insgeof the reaction rule, and
(b) for each object type in the region, the current multipjiof the object type. The
space complexity for these two items in both algorithm®isnn + m). The DND
algorithm, unlike the incremental algorithm, requires adiional matrix, called the
traceback matrixsee Section 6.12), for the storage of data related to thatupdof
the linear system. The traceback matrix contains elements. Therefore the overall
space complexity for the DND algorithm 3(2mn + m), whereas the overall space
complexity for the incremental algorithmd(mn-+m). Thus, at least at the algorithmic
level, the incremental algorithm is more efficient in ternfisspace consumption than
the DND algorithm.

5.11 Evaluation of the correctness of the DND algorithm A software program

written in Java has been developed in order to empiricalijfwéhe correctness of the
DND algorithm. This program is able to (a) create linear eyt with random num-
bers of rows and columns and random values for the coeffi@md RHS constants,
(b) generate all solutions to the object distribution pesblfor a given linear system,
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(c) generate a random solution to the object distributiavbfgm for a given linear sys-
tem using the DND algorithm, and verify that this solutionirisleed a solution, and
(d) record the sequence of random solutions to the objettliiton problem for a
given linear system, determine the frequency of occurreria@ach random solution,
and compare the set of random solutions obtained with thef st solutions.

Verification of the correctness of the results produced ByQND algorithm We have
empirically tested, using the Java program mentioned glibeecorrectness of the re-
sults produced by the DND algorithm. One million differeabdomly generated linear
systems were used as input during the testing. Both the nuofibews and the number
of columns in a matrix in the linear system were limited to 8Ad the value of each
coefficient and RHS constant was limited to 20. It was fourad @very solution output
by the DND algorithm during the testing was correct.

Verification of the ability of the DND algorithm to cover albkitions Since it might
appear that the DND algorithm takes a ‘short cut’ when findirgplution to the object
distribution problem, it is important to verify that (a) tlaégorithm is able to generate
all the solutions in the solution space for an instance obthject distribution problem,
and (b) the algorithm does not have any positive or negata®towards any solution.
To verify these two properties of the algorithm, we have perfed statistical analy-
ses of the results produced by the algorithm for various tihipear systems. Figure
5.7billustrates the coverage exhibited by the algorithnafoexample input linear sys-
tem, for which there are 19 possible solutions, and wheralherithm was executed
approximately two million times.

Verification of the sufficient randomness of the sequenceoaft®ns output by the
DND algorithm The solutions output by the DND algorithm must be produced in
a sufficiently random manner. To investigate the ability lvé &algorithm to produce
solutions in a sufficiently random manner, it is necessargrtalyse the sequence of
solutions it generates when executed many times. Figuie $h@ws the sequence of
solutions that were output by the algorithm, and the fregyesf occurrence of each
solution, for a particular experiment. In this experimehére were 56 solutions and the
algorithm was executed 560 times. The results of the exmerisuggest that the DND
algorithm produces solutions in a sufficiently random maunne

6 Description of a hardware implementation of the DND
algorithm

In this section, we describe a prototype hardware impleatamt of the DND algorithm
that uses the reconfigurable computing technology outlin&kction 2.4. For the pro-
totype, we used a Xilinx Virtex Il FPGA. First we describe thejor data structures and
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Fig. 5.7 (a) The sequence of solutions output by the DND algorithna, @) the frequency of
occurrence of each solution, for a particular experiment.

processing units in the implementation, and show how th&ract during the execu-
tion of the DND algorithm. Then we discuss the degree to whatallelism is achieved
in the implementation. Finally, we discuss optimisatidmsttwe implemented in order
to increase the efficiency of the implementation.

In order to reduce the hardware resource consumption ameldae the execution time
performance of an implementation based on reconfiguraltkvzae, attempts are com-
monly made to (a) tailor the design of the hardware compaterihe special character-
istics of the input, (b) minimise communication betweendware components, and (c)
use constants instead of variables where possible (simstartts, but not variables, can
be hard-coded into the circuit). We employed these strasadjiiring the development of
Reconfig-P, and the result was a substantial benefit in tefinardware resource con-
sumption and execution time performance. However, thectfieness of these strate-
gies is limited when they are applied to the implementatibnandeterministic object
distribution. As nondeterministic object distributionda inherently uncertain process,
multiple alternative scenarios need to be accommodated pléices constraints on the
use of constants and hard-coded logic, and therefore lim&sability to optimise the
hardware circuit that is generated for a particular inpydiegation. In addition, the intro-
duction of nondeterminism inevitably increases the amofinbmmunication between
hardware components, mainly because of the more compleppiay between reaction
rules. Thus implementing nondeterministic object disttidn is more challenging than
implementing deterministic object distribution. Our pase in developing a prototype
hardware implementation of the DND algorithm was to ingte the feasibility of
producing an efficient implementation of nondeterministifect distribution.

6.12 Data structures The major data structures in our prototype implementation
are: (a) the two-dimensional coefficient matrix for the Ansystem, (b) a two-dimensional
traceback matrixhat records intermediate results obtained during the dodvphase of
the algorithm, (c) the one-dimensional matrix containimgRHS constants of the linear
system, (d) an array for the storage of accumulated sumsithatalculated during the
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execution of the algorithm, and (e) an array for the stordghesolution to the object
distribution problem that is output by the algorithm. We ctése the implementation of
these data structures below.

Coefficient matrix The coefficient matrix (calleGoefficientMatrix ) corresponds
to the matrixA in the pseudocode for the DND algorithm in Figure 4.3. Henée a
two-dimensional matrix withn rows andn columns, wheren is the number of object
types in the region and is the number of reaction rules in the region.

Although our prototype implementation of the DND algoritldoes not aim to sup-
port parallelism across reaction rules, we leave open ttesipility of implementing
some degree of parallelism in a future implementation bygisegisters rather than

RAMs in the implementation o€oefficientMatrix . In our implementation, each
row of CoefficientMatrix is implemented as an array of read-only registers called
CoefficientMatrixRow . This allows parallelism both across the rows (correspond-

ing to the object types) and across the columns (correspgridi the reaction rules)
of the matrix. However, this high degree of potential palédm comes at the cost of
a more complicated hardware circuit when the implementealyds large (i.e., when
there is a large number of reaction rules in the region).

Traceback matrix The traceback matrix (calletracebackMatrix ) corresponds to
the matrixB in the pseudocode for the DND algorithm in Figure 4.3. Eaclurom
in this matrix records intermediate results obtained dyitime forward phase of the
algorithm. Only one column of the matrix is accessed at a.tBirgce concurrent access
to the elements in a matrix row is not required, each matnx iimplemented as an
n-entry p-bit distributed RAM calledTracebackMatrixRow , wherep is the bitwidth
of the coefficient values stored in the matrix. With each imatvw implemented as a
separate RAM, all elements in a column can be accessed centyr

It might be thought that, if the coefficient matrix has a langenber of columns (i.e., if
there is a large number of reaction rules in the region), itilddoe better to implement
the matrix using block RAMs instead of distributed RAMs, &ese in this way hard-
ware resources (specifically, LUTS) could be saved for ohugposes. The Xilinx Il
FPGA used in the implementation provides up to 3 MB of deéidatn-chip memory,
organised into 144 18Kb block RAMs. As the default bitwidth & coefficient value
is 8 bhits, each block RAM on the FPGA has a depth of approxip&ed<b, which
is enough to meet the storage requirements for a large nuaillmiumns. However,
given the disadvantages of block RAMs identified in Secti@gh @sing block RAMs is
most suitable when the number of reaction rules per regidardgge and the number of
object types per region and/or the number of regions is sifigtiese conditions are not
satisfied, then it is probably more efficient to use disteloLiRAMS.

In our implementation, by defaulfyacebackMatrix  is implemented using distributed
RAMs. However, depending on the specific characteristith®fnput application, the
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user can change the default setting in order to configurentpéeimentation to use block
RAMSs only or to use both block RAMs and distributed RAMSs.

Other matrices MatricesC, V andX in the pseudocode for the DND algorithm in Fig-
ure 4.3 are implemented BsiSConstantsArray , AccumulatedArray  andSolution
Array , respectively. Each of these matrices is implemented asrag af registers to
allow its elements to be accessed in parallel.

6.13 Processing units The major processing units in the prototype implementation
of the DND algorithm include a random number generator aratgssing units that
implement the logic of the DND algorithm. We describe the liempentation of these
processing units below.

Random number generatoA random number generator (call@dndomNumber
Generator ) is included in the implementation in order to realise (@sely as reason-
ably practicable) the nondeterminism of the DND algorithm.

A variety of methods of generating random numbers (reabguygorandom numbers)
have been studied. Most of these methods involve the useitbfreatical functions.
However, because the implementation of arithmetical fionstcan generate deep logic
when a language such as Handel-C is used, many of these raetieodot suitable for
adoption in our implementation.

A random number generator that is commonly implemented cdBA=Pis the Linear
Feedback Shift Register (LFSR). An LFSR is a shift registhose input is the result
of performing the XOR (or XNOR) operation on certain bits bé&tshift register in its
previous state. Initially, the bits in an LFSR are initialisin a random mann€t Then
a right-shift operation is performed. An XOR (or XNOR) opt&oa is performed on
certain bits in the shift register, and then the result isiptiatthe left-most bit of the shift
register. This bit may be regarded as the random number getely the LFSR. Then
the process iterates. Although it reduces the quality of#melom numbers generated
somewhat, it is possible to construct a random number bygtrg together distinct
bits from the LFSR in one of its states, rather than by using=SRs and stringing
together the random bits from each of the LFSRs. As the XORJRNoperation is
very efficient to implement on an FPGA, LFSRs are among thet effisient random
number generators for FPGAs. Figure 6.8 shows an examplbit3ESR.

Implementing a 32-bit shift register in a standard way udlipgflops (registers) con-
sumes approximately 16 slices (4 CLBs) since there are tweflips per slice (see
Figure 2.2). However, the Virtex I| FPGA used in the implertaion provides a partic-
ularly efficient means of implementing LFSRs. It provides acno that can configure

I The ultimate source of this randomness is an external ranuamber generator used by the software
program that generates the Handel-C code for the impleriemta
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Fig. 6.8 A 32-bit Linear Feedback Shift Register (LFSR). In this LE®Rs 9, 29, 30 and 31 are
the only bits to which the logical operation (in this case X@R operation) is applied.

an LUT into a 16-bit shift register, thereby enabling the lempentation of a 32-bit shift
register using only two LUTSs (i.e., approximately one slice

In our implementation, since the object distribution prsses for different regions occur
in parallel, a 32-bit LFSR was included for each region. BNeSSRs execute in parallel
with the other processing units, and constantly producdaoannumbers. Since the
default bitwidth for data types in the implementation is &bpthe last 8 bits of the
LFSR are regarded as representing the random number gedénathe LFSR.

The DND algorithm requires random numbers within a certginamically determined
range to be generated. Although an LFSR can generate randaroers with a certain
number of bits, it is unable by itself to generate random nerslwithin a dynamically

determined range. In our implementation, a random numbthimihe desired range is
obtained by dropping one bit every clock cycle (startingrrthe most significant bit)
from the original 8-bit random number until the random numibewithin the required

range.

Processing units that implement the logic of the DND aldwnit As described in Sec-
tion 4.7, the DND algorithm proceeds in two phases: a forwdrdse and a backward
phase. Similar operations are performed in the forward @laasl backward phase. To
prevent the Handel-C compiler from generating redundardware components, the
operations that are expensive in terms of hardware ressareeimplemented as sepa-
rate modules which can be invoked by the components thatimght the main proce-
dures for the forward phase and backward phase. These mperateFindBoundary

Value , SubstituteValue andUpdateRHSConstants . FindBoundaryValue  cal-
culates the ratios between the RHS constants and the regpegcefficient values of

a variable, and returns the floor of the minimum ratio as thendary value for the
variable. SubstituteValue computes for each coefficient value associated with a
variable the product of the coefficient value and the valuthefvariable, and updates
Accumulated

Array by adding each of the products to the value currently stonethé appropri-
ate element ofAccumulatedArray . UpdateRHSConstants calculates for each RHS
constant value the difference between the RHS constané \aid the corresponding
value stored inAccumulatedArray , and stores these differences in the column of
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Fig. 6.9 An illustration of a hardware module implemented accordim¢he client-server archi-
tecture.

TracebackMatrix ~ that corresponds to the variable currently being processed

TheFindBoundaryValue , SubstituteValue andUpdateRHSConstants  process-
ing units are each implemented using a client-server achite (see Figure 6.9). At the
centre of the client-server architecture is a data stredtuat consists of input registers
and output registers. A server processing unit is resptafilo performing a computa-
tion using the data in the input registers and storing thputdf the computation in the
output registers. It performs the computation constartlglient processing unit that
wishes to use the server uses a client API to feed new inputhetinput registers when
it requires the computation to be performed, and to readehkelt of the computation
from the output registers (after waiting for the appromiatimber of clock cycles).

Figure 6.10 shows the Handel-C code for a specific instanteedubstituteVa-
lue operation.

For each region of the P system, the implementation incluges addition to the
FindBoundaryValue ,SubstituteValue andUpdateRHSConstants processing units
for the region — two processing units calleorwardPhaseProcessor ~ andBackward
PhaseProcessor

ForwardPhaseProcessor ~ andBackwardPhaseProcessor  are clients to th&ind-
BoundaryValue , SubstituteValue and UpdateRHSConstants  processing units.
Forward-

PhaseProcessor implements the main procedure of the forward phase of the DND
algorithm. When processing a reaction rule, it invokes tloeeamentioned processing
units, and also performs its own operations, such as asgjgniandom value to the re-
action rule and writing intermediate results iMacebackMatrix . BackwardPhase
Processor implements the main procedure of the backward phase of the Biyo-
rithm. It operates in a similar mannerForwardPhaseProcessor , but processes the
reaction rules in reverse order. When processing a reaailenBackwardPhaseProc
essor either adjusts or confirms the value that was assigned tcetiaion rule in the
forward phase.



An algorithm for nondeterministic object distribution in P systems 353

struct _SubstituteValueStructure macro proc SubstituteValueAPI
{ (SVPtr, Address, Value)
unsigned int 8 A0, A1l; {
unsigned int 8 B ; /* Send data to server */
unsigned int 8 CO, Ci1; par
} {
typedef struct _SubstituteValueStructure SVPtr->A0=CoefficientMatrixRow0 [Address];
SVStruct; SVPtr->A1=CoefficientMatrixRowl [Address];
macro proc SubstituteValueServer (SVPtr) SVPtr->B=Value;
{ }
/* Constantly performs the computation /* Wait for substitution to be
*/ performed */
while(1) delay;
{ /* Receive (and store) data from
par server */
{ par
SVPtr->C0= SVPtr->B*xSVPtr->A0; {
SVPtr->C1= SVPtr->BxSVPtr->A1l; AccumulatedArray [0] +=SVPtr->CO;
} AccumulatedArray[1]+=SVPtr->C1;
} }
}

Fig. 6.10 An example of Handel-C code for ti&ubstituteValue operation, an operation
which uses the client-server architecture.

6.14 Interaction between the data structures and processgnunits Figure 11
shows a high-level view of the interactions that occur betwthe various data struc-
tures and processing units during the execution of the DNjprighm.

6.15 Parallelism The presentation of the DND algorithm in Figure 4.3 is intedid

to indicate the fundamental nature of our proposed apprtatie solution of the ob-

ject distribution problem. It does not take into accountrelageristics of the specific
computing platform on which the algorithm is to be executddwever, because any
consideration of the implementation of the DND algorithmeohardware-based paral-
lel computing platform should include an investigation ospible ways of implement-
ing the algorithm as a parallel algorithm in order to minieits time complexity, we

now indicate some of the ways in which the DND algorithm cannpglemented in a

parallel manner.

Regarding system-level parallelism, it is obvious thatitistances of the DND algo-
rithm for the different regions of the P system can be exetutearallel. Regarding
region-level parallelism, during the processing of a reectule, operations that are
performed on individual object types associated with tlatien rule (i.e., performed
on rows of the relevant matrices) can be executed in paralht is, parallelism across
object types can be achieved. However, because of the épendlence between the
numbers of instances of the reaction rules to be process#tedyND algorithm, there
is no potential for the exploitation of parallelism acrose tnain processing performed
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Fig. 6.11 A high-level view of the interactions that occur betweenvhgous data structures and
processing units in the prototype implementation durirggekecution of the DND algorithm.
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for these reaction rules (i.e., across columns of the relevetrices)?. Even so, there
are some operations that can be carried out in parallel ierd speed up the DND
algorithm (in both the forward phase and backward phase)nstance, lines 5, 14 and
15 in the pseudocode in Figure 4.3 can be executed for alkthetion rules before the
start of the DND algorithm so that those reaction rules tochtit is impossible that
objects be distributed can be entirely removed from comatiiten immediately. In this
way, the DND algorithm would need only to process a subseb@f¢action rules. In
addition, during the execution of the DND algorithm, lined.4, 15 and 28 can be con-
currently and constantly executed for all the reactionguer than the reaction rule
currently being processed in the usual way by the DND algoritThis would result in
the numbers of instances of some of the reaction rules begenmtively set to zero or
finalised. These reaction rules would not need to be proddssthe DND algorithm in
the usual way. This would enable the detection of the foll@ativo types of situations:
(a) at the end of the forward phase, no values need to be adjustd (b) at some point
during the backward phase, none of the remaining valuessniecioe adjusted. In the
first case, the backward phase can be skipped entirely, Etrenbioundary value for the
last reaction rule to be processed in the forward phase ismatteger. In the second
case, it would be possible to preemptively terminate thévvacd phase.

The purpose of our existing implementation of the DND altjori is to investigate the
feasibility of incorporating an efficient implementatiohrmndeterministic object dis-
tribution into Reconfig-P. So in this work we are interestedarily in the average-case
execution of the DND algorithm. In the average case, all efrémction rules need to
be processed in the usual manner, one after the other {(i€nat possible to preemp-
tively set the number of instances of any of the reactiorsrtdezero). Thus, our current
implementation of the DND algorithm achieves full paradiei at the system level and
parallelism across object types at the region level. If weheine that it is feasible to
incorporate an efficient implementation of the DND algaritinto Reconfig-P, we will
take advantage of the existing parallelism across readtil@s achieved by the current
version of Reconfig-P in the implementation of the paradksdi preemptive termination
strategies outlined above. At presebbefficientMatrix isimplemented as an array
of registers to make the realisation of these strategiesilples

Given that our prototype implementation achieves systevetlparallelism, the num-
ber of clock cycles taken to complete the object distribufiwocess for every region
is equal to the number of clock cycles taken to complete thstitime-consuming of
these processes. Within each region, the major processitgjthat perform computa-
tions across object types (such@stituteVariable-

Server andUpdateSystemServer ) take only one clock cycle to complete their re-
spective computations. Also performing its computatiormas object types, thieind
BoundaryValueServer  processing unit, provided that the standard Handel-C imple

12 Although it is conceivable that one could develop a nondeitgistic algorithm that implements paral-
lelism across the main processing for the reaction rulesh s algorithm is likely to involve complicated
and potentially numerous rollbacks.
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mentation of division is used, takes lpg clock cycles to complete its operations, where
m is the number of object types.

6.16 Optimisations aimed at reducing path delays in the cingit Typically the
execution of an operation on a digital circuit involvesoaiting delay(because of the
time taken for the transmission of inputs and outputs) ahagac delay(because of
the time taken for data to be passed through a series of l@gé&sy Roughly, thpath
delayfor an operation is the sum of the routing delay and the logiayl associated
with the execution of that operation. As the clock rate ofwhile hardware system is
determined by the longest path delay on the circuit, it isantgmt to evenly distribute
the path delays among the various operations.

Instead of manually placing hardware components at spéadations on the chip, it
is possible in our case to reduce the path delay in an indineciner by generating the
Handel-C code in such a way that it can be converted by the élabdompiler and
Xilinx synthesis tools into a circuit with efficient placemteand routing.

We now briefly describe two methods by which we reduced paldéiyden our imple-
mentation: duplication of hardware components and logptldesduction.

Duplication of hardware components$n the implementation of an operation, wher-
ever possible, if the cost of routing data to/from a compaigegreater than the cost of
implementing a duplicate component at a more optimal locathen a duplicate com-
ponent is implemented. For example, in the forward and bacttywhases of the DND
algorithm, different arrays of column indices are usedpeb@ugh in principle a single
array of column indices could be used for both phases.

Logic depth reduction In our implementation, since an operation expressed ag#esin
Handel-C statement will always execute in exactly one cloalte, the execution time
performance of the implementation can be improved by redyitie logic depth gener-
ated by the statement that generates the greatest logic. dém logic depth generated
by a statement can be reduced by decomposing complex lagpesations into sev-
eral less complex operations by introducing local regssterstore intermediate results
and consequently spreading the operation over multiplekabycles. For example, in
FindBoundaryValueServer , the process of comparing the list of ratios between the
number of objects available and the number of objects reduily a reaction rule for
each object type is performed in a tree-like fashion withhdagel of the tree processed
in one clock cycle.

The logic depth of a statement can also be reduced by avoidagse of operations
that generate very large combinatorial circuits. For exiamo calculate the ratios in
theFindBoundaryValueServer , one could use the standard Handel-C division oper-
ator. When implemented at the hardware level, the operalémoted by this operator
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consumes only one clock cycle, but generates deep logic seglsignificant hardware
resources. As a consequence, alternative means of penfgrimé division operation

may be considered. One option is to implement the divisiograjon using bit shifts.

Because bit shifts can be implemented very efficiently on A8,Gor our implementa-

tion the default setting is that division operations arelgngented using bit shifts.

The algorithm in Figure 6.12 describes how the division atien is accomplished in
our implementation using bit shifts. In Handel-C, each stegthe algorithm can be
implemented in one clock cycle without generating deepdogp the total number of
clock cycles taken to execute a division for two 8-bit valéshs fixed at 25. Thus the
advantage of this method is that a division can be performedixed number of steps,
each of which can be implemented in Handel-C in a fixed numbeloak cycles.

As we have observed, reducing a path delay associated vétlexécution of an op-
eration usually results in increasing the number of cloc&ley taken to execute the
operation. Thus, in the optimisation of a circuit, a tradereeds to be made between
minimising the number of clock cycles and maximising theckloate. Hence careful
judgement needs to be applied in attempting to satisfy teeadiyperformance require-
ments for the circuit.

7 Evaluation of the hardware implementation of the DND
algorithm

In this section, we evaluate our prototype hardware implaatéeon of the DND algo-
rithm. More specifically, we report experimental resulisited to the hardware resource
consumption and clock rate of the implementation. CoNextyi these results provide
insight into the efficiency of the implementation, and swgigenether it is feasible to in-

Integer division algorithm
1. Initialise all the registers. The remainder has a width double the default width. Initialise
the right

half of the remainder register with the value of the dividend and initialise the left half
of the remainder

register with zeros.
2. Subtract the value of the divisor register from the left half of the remainder register.
3. If the value of the remainder is negative, restore the value of the remainder to its value
prior to the

subtraction operation occurring, perform a right-shift operation on the remainder, and
then insert

0 at the right end of the remainder register. Otherwise, perform a right-shift operation
on the

remainder, and insert 1 at the right end of the remainder register.

After n steps, where n is the default width, the remainder register contains the quotient
in its right half and the remainder in its left half.

Fig. 6.12 A division algorithm using bit shifts.
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Appli- Regions | Rules | Object types Appli- Regions | Rules | Object types Appli- Regions | Rules | Object types
-cation X regions -cation X regions -cation X regions
Al 2 8 8 B1 4 16 8 C1 4 8 16
A2 4 16 16 B2 4 16 16 c2 4 16 16
A3 8 32 32 B3 4 16 32 c3 4 32 16
A4 16 64 64 B4 4 16 64 C4 4 64 16
A5 24 96 96 B5 4 16 96 C5 4 96 16

Table 7.2 Details of the input applications used in the experiments.

corporate the implementation into a hardware implememtaif membrane computing
such as Reconfig-P.

Before presenting the experimental results, we describexiperiments that have been
conducted.

7.17 Details of the experiments Each experiment essentially involved the genera-
tion of hardware circuits for a particular instance of thgembdistribution problem, and
the measurement of certain characteristics of these haedvirauits.

To perform the experiments, we developed two software @iogr One program is able
to automatically generate a set of linear systems (corradipg to a set of regions in
a P system), where the coefficients and RHS constants of esdr kystem are set
randomly. We refer to such a set of linear systems agput application The other
program is able to analyse an input application and genarbtandel-C program that
implements the DND algorithm for each linear system in thgliaption.

Hardware circuits were generated for three classes of iapplications. The applica-
tions in a given class are ordered according to their size @asored by a particular
parameter. In the first class, applications differ with exgpto the number of object
types per region. In the second class, applications différ mespect to the number of
reaction rules per region. And in the third class, applmagi differ with respect to the
number of regions. The details of the input applicationsgawven in Table 2.

Three circuits, and therefore three Handel-C programsewenerated for each input
application. One of the circuits used block RAMs, whereasdther two circuits used
distributed RAMs (the default option for memory). One of tis circuits using dis-
tributed RAMs used the standard Handel-C division operatbereas the other circuit
using distributed RAMs used the division algorithm spedifieFigure 6.12. After com-
pilation, each Handel-C program was synthesised into aitiosing Xilinx tools.

7.18 Experimental results Table 7.3 shows the results of the experiments. In the
table, the values of various parameters are recorded forad&ware circuits (gener-
ated for the 15 input applications). The first of these patamsethe percentage of the
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available LUTs used, serves as a measure of the overall laaedvonsumption of the
implementation. The second of these parameters, the gageeaf the available LUTs
used as RAMs, serves as a measure of the extent to which hardegources on the
chip are used for data storage. In cases where block RAMssa@ the percentage of
the available block RAMs used is recorded. For each cirtugtclock rate at which the
circuit executes the input application is also recorded.

Influence of the type of scaling appliedn terms of influence on hardware resource
consumption, varying the number of regions has a greatecgttian varying the num-
ber of object types, which in turn has a greater effect thaying the number of reaction
rules. This is in accordance with our expectations. Sirepréserve system-level paral-
lelism, an instance of the DND algorithm has to be implemefaeevery region, if the
number of regions is increased, the hardware componerttgitptement the DND al-
gorithm need to be replicated once for each additional regimnsequently, the degree
of hardware consumption increases approximately lineaitly the number of regions.
An increase in the number of object types results in a suatiivcrease in hardware
resource consumption mainly because of the fact that théweae components that
implement the major operations of the algorithm need to péaated to allow parallel
processing across object types. Since reaction rulesdokimns in the coefficient and
traceback matrices) are processed one after the otheelthwant hardware components
do not need to be replicated for the sake of parallel prongsaind therefore increasing
the number of reaction rules has a minimal effect on hardweseurce consumption.

Influence of the type of RAMs usedAs expected, in general, circuits using distributed
RAMs achieve higher clock rates than circuits using blockM&AIn terms of influence
on hardware resource consumption, the percentage of thialsealL UTs used when
distributed RAMs are used is approximately the same as theeptage used when
block RAMs are used. However, it is noticeable that, whemilmaber of reaction rules
increases, the amount of block RAMs used remains consthistiSbecause each block
RAM can store a large amount of data. In summary, it is gehyeadlvantageous to use
distributed RAMSs rather than block RAMSs, but the use of bl&kMs should perhaps
be considered when there is a very large number of reacties.ru

Influence of the optimisation of the division operatiom order to determine the effect
of our optimisation of the division operation (see Sectioh6y, for each application,
both a circuit using the standard Handel-C division operatind a circuit using the
bitshift division algorithm shown in Figure 6.12 were gestexd and compared. As il-
lustrated in Table 7.3, circuits using the standard HaiZdivision operation consume
significantly more hardware resources (almost three timexernm the case of applica-
tion B5) and achieve lower clock rates than circuits usirggitshift division algorithm.
This is largely due to the large combinatorial circuit thregenerated by the standard
Handel-C division operation. In summary, the results destrarte that our introduction
of an alternative to the Handel-C division operation is weditivated.
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Overall assessment of the hardware resource consumpsaftse The hardware re-
source consumption results are illustrated in graphicahfim Figure 7.13.

As expected, the implementation of the DND algorithm conssimmore hardware re-
sources than the algorithm for deterministic object disttion used in Reconfig-P.
Even so, in regard to our goal of incorporating nondetergtioiobject distribution into
Reconfig-P, the hardware resource consumption resultsangiging. For example, ex-
ecuting the application with the largest number of regiams,(@pplication A5) using the
bitshift division algorithm requires only approximatel9% of the hardware resources
to be used.

Overall assessment of the clock rate results the default configuration (i.e., when
distributed RAMs and bitshift division are used), the cloekes observed in the ex-
periments range from 53 MHz to 77 MHz, with the average clatk being 67 MHz.
Incidentally, this average clock rate is almost exactlyada the rate of the PCI bus
which connects the host computer and FPGA used in Reconflgdanfig-P, in its cur-
rent configuration, cannot exceed a clock rate of 66 MHz, néigas of the clock rate
of the circuit being executed, because its clock rate igdichby the rate of the PCI bus.
So, given that our ultimate goal is to incorporate the DNDoalypm into Reconfig-P,
the clock rate results are definitely promising.

Hardware resourcs consumption Clock rates
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Fig. 7.13 Hardware resource consumption and clock rate results éoptbtotype hardware im-
plementation of the DND algorithm in its default configuceti

8 Conclusion

We have devised an elegant and efficient algorithm for nardenistic object distri-

bution in P systems: the DND algorithm. We have also sucu#gsiplemented this

algorithmin hardware using reconfigurable computing tedbgy, thereby showing that
it is suitable for implementation using such technology.
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Application Using distributed RAMs and bit- Using distributed RAMs and Using block RAMs and
shift division (default configuration) Handel-C division bitshift division
% of % LUTs Clock % of % LUTs Clock % of % of Clock
LUTs as RAMs rate LUTs as RAMs rate LUTs BRAMs rate

Scaling number of regions

Al 2.81% 0.10% 76 5.64% 0.10% 50 2.81% 5.55% 76
A2 5.10% 0.20% 76 10.77% 0.20% 48 5.28% 11.11% 71
A3 10.00% 0.40% 60 20.86% 0.40% 51 10.00% | 22.22% 61
A4 19.32% 1.80% 56 40.96% 0.80% 46 19.50% | 44.44% 57
A5 28.55% 1.21% 53 61.24% 1.21% 42 29.13% | 66.66% 52

Scaling number of object types

B1 3.45% 0.11% 77 6.15% 0.11% 64 3.32% 5.55% 68
B2 5.10% 0.20% 76 10.77% 0.20% 48 5.28% | 11.11% 71
B3 8.77% 0.40% 73 20.41% 0.39% 50 9.01% | 22.22% 61
B4 15.57% 0.77% 65 38.54% 0.77% 46 15.16% | 44.45% 60
B5 22.52% 1.15% 58 64.02% 1.15% 30 21.71% | 66.66% 51

Scaling number of reaction rules

C1 4.37% 0.20% 75 6.70% 0.19% 53 4.29% | 11.11% 68
C2 5.10% 0.20% 76 10.77% 0.20% 48 5.28% 11.11% 71
C3 6.49% 0.21% 67 12.50% 0.21% 48 6.39% | 11.11% 66
c4 7.71% 0.21% 64 13.51% 0.21% 42 7.42% 11.11% 59
C5 8.54% 0.44% 53 14.00% 0.43% 41 8.06% | 11.11% 52

Table 7.3 Hardware resource consumption and clock rate results &ptbtotype hardware im-
plementation of the DND algorithm.

Our prototype hardware implementation of the DND algoritrealises the DND al-
gorithm as a standalone process. Therefore we have not gyedrgdrated that nonde-
terministic object distribution can be incorporated inted@nfig-P, which includes the
other elements of basic cell-like P systems (such as upgglafinbject multiplicities as
a result of the application of reaction rules, and synctsation of the applications of
reaction rules occurring in different regions), withouthgaromising too significantly
its performance, flexibility or scalability. For examplé,i$ conceivable that combin-
ing the existing standalone implementation of the DND athar with the existing
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implementation of Reconfig-P will give rise to placement aadting problems that
will significantly reduce the current clock rate and/or sfgantly increase the current
hardware resource consumption of Reconfig-P. Neverthedessesults provide strong
evidence that nondeterministic object distribution carnrneerporated into Reconfig-P
as desired.

Our future work will involve an attempt to successfully imporate the DND algorithm
into Reconfig-P.
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In this paper, membrane algorithms solving job-shop sclmgiyproblems

(JSSP) are investigated. Two types of membrane algoritmensanstructed by
adding constraints of JSSP to components of membrane thgarifor solving

travelling salesman problems. Computer simulations shawthe algorithms
can get considerably good approximations for several beack problems.

1 Introduction

Membrane algorithm [5—7] is a practical application of Pteys[9]. A membrane algo-
rithm solves a combinatorial optimization problem usinganfework from P system,
i.e., a nested membrane structure. Each region which igatepkby two consecutive
membranes has a subalgorithm and a few tentative solutiothe groblem. The sub-
algorithm converts the solutions into new solutions anadhttiey are exchanged with
adjacent regions. A better solution is sent to the innerargnd a worse solution is
sent to the outer region. Thus a well approximate solutidhapipear in the innermost
region and it will be the output of the algorithm.

Membrane algorithm has two features, which other approténadgorithms seldom
have. There is a spatial variety of subalgorithms in additio (possibly) temporal
variety. Many approximate algorithms, e.g., simulatedeating [2], change their pa-
rameters as the computation proceeds. On the other handbraeenalgorithm can
assign various parameters to subalgorithms and let thersimutaneously. Secondly,
membrane algorithm can combine subalgorithms based agrelift principles, e.g., ge-
netic algorithm and simulated annealing. Using these feafa membrane algorithm
has given good approximate solutions for the travellingsalan problem (TSP for
short) [8].

In this paper, we apply membrane algorithm to the job-shbpdualing problems (JSSP
for short). JSSP is a well known NP-hard optimization prablehich is investigated
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for about a half century [3]. Two types of membrane algoristsolving JSSP are con-
structed by modifying the algorithm for TSP [8], one has losarch subalgorithms
with temperature parameter (simulated annealing type)aagdnetic algorithm with

recombination only (no mutations) and the other has locaicteonly. Computer sim-
ulations show that the algorithms can get considerably ggguoximations for several
benchmark problems.

2 Job-shop scheduling problems

A job-shop scheduling problem (JSSP) consists of a numbgbsfand a number of
machines. In what follows we consider a JSSP witimachinesT{, ..., m) andn jobs
(1,...,n). Each jobi must be processed by all machines and each machine cangroces
only one job at a time. A machine cannot be interrupted whbagins to process a job.
Machinej finishes jobi in a process time;;. For every job, an order of machines on
which the job is processed is given by an instance of JISSPiflee is called @echnical
order. For every pair of jo and maching, the process timg;; is also given.

A schedule is assignments of beginning and ending time$ pais of jobs and machi-
nes. The time to complete all jobs is the interval betweemr#ikest beginning time and
the latest ending time, which is calledh@aakespanGiven technical order and process
timesp;;, JSSP is to find a schedule of shortest makespan.

Table 2.1 A technical order (left) and process times (right)3ok 3 JSSP. Each entry of the left
table shows the machine on which the job is to be processéut artler. The right table shows
the process timeg;;, 1 < i < 3andl < j < 3.

order machines
jobs | 1st| 2nd | 3rd jobs| 1 2 3
1 1 2 3 1 3 3 2
2 1 3 2 2 2 3 5
3 2 3 1 3 1 2 6

Example 1. Table 2.1 shows a technical order and process times of W&BR jobs
and 3 machines.

A schedule is visualized by a Gantt chart. The left chart giiF¢ 2.1 shows a schedule
in which each machine processes jobs in the order 1,2,3. Hkespan of the left chart
is 27. The right chart shows a schedule which gives the sétartakespan 15. There are
more than one schedules which give the shortest makespan. O
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Machine Makespan = 27 Machine Makespan = 15
1 B 1 H:
2 ; 2[2] 5
3 : 3
! ! N ! i ! !
10 A 20 30 Time 10 20 30 Time

B

Fig. 2.1 Gantt charts of a schedule (A) and one of the optimal scheg@)le

Input: The solution matrixs' = (s;;).

Output: Solution matrixs” which is modified so that no deadlock occurs.
Symbols: processed][is a set of jobs which are processable on machifide initial
value of processed[is {s;1} if job s;; is processed on machinet first by

the technical ordef) otherwise.
1. Letj = s;; be the job which is examined whether it is processable or not.
1.1 Letl be the order that jol is processed on machinati-th order in the
technical order.
1.2 If{ =1 (the top the the technical order) g processed|t;;—1] (Wheret;;_1
is the machine on which jopis processed dt— 1-st order),
1.3 theninser} into processed] (job j is processable on machinge
2. Ifthere are no jobs which become processable by stepsiL3 {there is a
deadlock)
2.1 Select randomly froml,... m.
2.2 Letj = s;;, be the first job which is not processable on mactiine
2.3 Letl be the order that job is processed on machinat-th order in the
technical order.
2.4 Yz e {1,...,1}if j & processed|t;,] (job j is not processable on machihg)
then do
24.1 Lety be an integer such that,, , = ;.
2.42  Swaps;; andsy,, . '
2.4.3 Insery into processed|].

Fig. 3.2 An outline of deadlock removing algorithm.

3 Design of membrane algorithm

We use am x m matrix.S to denote a solution of JISSP witljobs andn machines. The
i,j elements;; of S denotes that job;; is processed on machinet thej-th process
of the machine. The beginning and ending times and the makesge automatically
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computed fromS and the process times. For example, the next matiizeand S,
represent schedules A and B in Example 1

123 213
Slz 123 and SQZ 321 B
123 231

respectively.

Using the above notation, subalgorithms for a membranerithgo solving JSSP are
easily made from algorithms commonly used for other optation problems, since
solutions of many optimization problems are expressed iacor or a matrix. In this
paper, we make two subalgorithms which use one of the foligwairinciples.

The first one is a local search based on a random exchange. £eta4, ..., v;) be
avector. Then avectar = (v1,...,0i—1,0;,Vit1,...,Vj—1, V4, Vj+1,- - ., ;) Where
1 <i < j < karerandomly selected integers is a neighbour.of

The second one is an order crossover on two vectors which éas teveloped for
genetic algorithm [4]. Since an order crossover is compdidawe explain it by an
example. Let

A=(1,2,3,4,5,6,7,8,9,10)
B=(8,7,1,2,3,10,9,5,4,6)
be vectors to be crossed over. Crossing positions, in ttameke 5 and 7, are randomly
selected
A=(1,2,3,4,15,6,7,]8,9,10)
B =(8,7,1,2,]3,10,9,|5,4,6).
We would like to insert the subsequenge6,7) between the crossing positions of
A to the corresponding part dB. In order to remove duplications (5,6,and 7) in the
resulting vector(8,7,1,2,5,6,7,5,4,6), numbers 5, 6, and 7 if8 are marked by H
(and duplicated numbers i# are done so)
A=(1,2,H,4,|5,6,7,|8 H,H)
B =(8,H,1,2,]3,10,9, | H,4,H).
The marked positions are filled with a sliding motion thattstéollowing the second
crossing position
A = (4)576777|H7H7H7|87172)
B =(2,3,10,9,|H,H,H, [4,8,1).

Finally, subsequences between the crossing positiondaredand the new vectors are
obtained
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A’ = (4,5,6,7,]3,10,9,|8,1,2)
B’ =(2,3,10,9,]5,6,7,]4,8,1).

Using the above principles, we have designed Brownian ands@#algorithms. A
Brownian subalgorithm has one schedule mafiXt makes a new matrix’ by the
local search on one randomly selected rowSofif the makespan’ of S’ is smaller
than the makespamof S, thenS’ is accepted as the solution that is sent to the adjacent
regions. Otherwise§’ is accepted in probabilityxp(r — 7) /T whereT is a “tempera-
ture” parameter. If5” is not accepted; becomes the solution to be sent. At the solution
exchange phase, if the solution in the outer region is b#ttar the solution in the inner
region, then the two solutions are exchanged. In order falatisn not to go through

all regions at one iteration of subalgorithms, exchangéséen two Brownian regions
are done every other iteration step.

A GA subalgorithm has two schedule matrices. The algorithosses every pair of cor-
responding rows of the matrices with the order crossovemaakles two new matrices.
The best solution of the four (old and new) solutions is setthé inner region and the
worst solution is sent to the outer region.

We must careful with deadlocks which are hidden in the mattatation. In Example 1,
the next matrixS,; cannot be processed

312
Sa=1231
123

We denotg(M,;, J,) <7 (M, J,) (resp.(M,, J,) <s (M,, J,)) if the combination
of machine)M, and job.J, must be processed earlier than the combinatiof/gfand
Jy by the technical order (resp. solutiéh). Then we have the next relations:

(My,J3) <s, (M1, J2), (M3z,J2) <s, (M3, .J3)

(M1, J3) <7 (M3, J2), (Ms,J3) <t (M, J3),

which make a loogM;, J3) < (M, J3) or a deadlock. Although algorithms specific
to JSSP use other data structures, e.g., a graph, we us& aradra deadlock removing
algorithm. Outline of the deadlock removing algorithm cafbund in Figure 3.2.

4 Computer Experiments and their results

We examine two types of membrane algorithms. One has 20 narebiand a Brow-
nian subalgorithm in each region. The temperature of therimost region is 0. The
temperature of region (0 < r < 20) is given byT},..0'~" where
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T
0 — 20 main ,
Tmaw

Timaz = 0.5Mtaz, @NAT 5,5, = 0.5t,,:, /m in whichm is the number of machines and
tmaz @Ndt,,;, are the maximum and minimum process time, respectivelys e is
called “all B".

The other type has 20 membranes and one subalgorithm ofigéyyet and 19 Brow-
nian subalgorithms. The innermost region (region 0) hasv@ran with temperature 0,
region 1 has genetic subalgorithm, and regions 2 to 19 haweidan with temperature
varying from 0 to the maximum. The temperatdref regionr (2 < r < 20) is given

by
I= {;mm@lg_” i)ft;ejwise
where
-

andT,,., andT,,;, are the same as the “all B” algorithm. The genetic subalkyorit
in region 1 does the order crossover once in every 16 stegmel$ nothing in every
other 15 steps. Since a crossover changes solutions laggelsover in every step is
ill-balanced with local search. This algorithm is calledGB

Table 4.2 shows the results for rather simple instancede#aB shows the results for
more complex instances which are called the “10 tough probld1]. Every experi-
ment consists of 20 trials. One trial is terminated after,Q00 iterations of subalgo-
rithms at every region.

Table 4.2 Averages and standard deviations (in the parenthesesypuoltseof membrane algo-
rithms solving easy problems. The size is expressed by (runfjobs)x (number of machines).

The number of trials is 20 for each algorithm-problem corakion. MA (all B) stands for mem-

brane algorithm with Brownian subalgorithms only and MA (BsEands for membrane algorithm
with Brownian and genetic subalgorithms. The “*” means tha&toptimum value is obtained.

Problems(optimum, size MA (all B) MA (BG)

abz5  (1235]0 x 10) | 1248.45 (3.23) 1247.55 (5.00)
lal (666,10 x 5) 666 (0.0)* 666 (0.0)*
la2 (655,10 x 10) | 655.15(0.48)*| 656.5 (3.04)*
la19 (842,10 x 10) 850.2 (4.80)*| 850.2 (4.12)*
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Table 4.3 Best values, Averages, and standard deviations (in thefheeses) obtained by algo-
rithms solving “10 tough problems”. CBSASB stands for results by T. Yamada and R. Nakano
[10]. Some optimum values are the best approximate valuesnaa up to now. The meaning of
other symbols are identical to Table 4.2.

Problems MA (all B) MA (BG) CBSA+SB

(optimum, size) best av.(std.) best av.(std.) best av.(std.)
abz7 (65620 x 15) 706 715.4(4.76) 701 716(7.67) 665 671(3.92)
abz8 (64520 x 15) 718 730.6(5.92) 716 730.9(7.73) 675 680(3.13)

abz9 (66120 x 15)
l[a21 (1046,15 x 10)
la24 (935,15 x 10)

l[a25 (977,15 x 10)

la27 (123520 x 10)
la29 (115220 x 10)
238 (1196,15 x 15)
la40 (122215 x 15)

727 745.6(8.51
1059 1072.9 (7.71

951 962.1(5.03

995 1007.5 (7.90
1268 1279.3 (8.35
1202 1220.9 (11.3
1237 1265.0 (14.5
1262 1270.0 (6.09

728 743.0(9.46
1058 1074.6 (8.83

946 962.3 (7.89

988 1008.4 (9.72
1267 1276.0 (5.38
1196 1223.4 (13.4
1221 1251.7 (14.5
1249 1270.5 (12.3

686 698.6 (7.42)
1046 1049.3 (3.32)
935 939.2 (1.99)
977 979.3(1.62)
1235 1242.4 (6.15)
1154 1162.4 (7.10)
1198 1206.8 (4.53)
1228 1230.2 (2.31)

5 Conclusions

The membrane algorithms which are investigated in this papanot solve “tough
problems” as well as a specially tuned algorithm [10]. Theutes do not discourage
membrane algorithm because the membrane algorithms usaaostructures for op-
timization problems and only obey the JSSP specific comstrae., deadlock. There
must be many possibilities for improvement.

The combination of genetic and Brownian subalgirthms sjgbetter than Brownian
only. This supports the advantage of membrane algorithmitttan combine subal-
gorithms based on different principles. Subalgorithms amows principles can widely
search the solution space and hence can avoid a local minima.

Bibliography

[1] D. Applegate and W. Cook: A computational study of the-giop scheduling
problem,ORSA J. on Compyt3 (1991) 14-156.

[2] R. Azencott (eds)Simulated Annealing(John Wily & Sons, New York, 1992).

[3] B. Giffler and G. L. Thompson: Algorithms for solving pradtion-scheduling
problemsOperations Researci8 (1960) 487-503.

[4] D. E. GoldbergGenetic algorithmgAddison-Wesley, Reading, 1989).



370 Membrane algorithm solving job-shop scheduling problems

[5] T.Y. Nishida: An application of P-system: A new algorithfor NP-complete op-
timization problems, irProceedings of The 8th World Multi-Conference on Sys-
tems, Cybernetics and Informatjegis. N. Callaos et. al., (2004, vol V), pp. 109—
112.

[6] T.Y. Nishida: An approximate algorithm for NP-compleiptimization problems
exploiting P-systems, idpplication of Membrane Computingds. G. Ciobanu,
Gh. Paun, and M.J. Pérez-Jiménez, (Springer-VerladirB005), pp. 301-312.

[7] T.Y. Nishida: Membrane algorithm, iMembrane Computingeds. R. Freund,
Gh. Paun, G. Rozenberg, and A. Salomaa (Springer-Verkagiri2006) pp. 55—
66.

[8] T.Y. Nishida: Membrane algorithm with Brownian subafgbm and genetic sub-
algorithm,Foundations of Computer Sciends (2007) 1353—-1360.

[9] Gh. Paun: Computing with membrandsurnal of Computer and System Sciences
61 (2000), 108-143.

[10] T. Yamada and R. Nakano: Job-shop scheduling by sirdi@tnealing combined
with determinisitc local searclipurnal of IPSJ 37 (1996) 597—-604 (in Japanese).



On mathematical modeling

of anatomical assembly, spatial features,
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A common ground language for linking anatomical, spatial famctional orga-
nization aspects of cortex is proposed with regards to qunet (descriptive)
and computational approaches to cortex models formatiefyding distributed
computational systems inspired by cortex models. The cbthat common
ground language is mathematical language of hereditaniltefsets, and some
known cortex models are described in this language of hiendlglifinite sets to
link the mentioned cortex aspects.

1 Introduction

We propose a common ground language for linking anatonsgailtial, and functional
organization aspects of cortex, where the regards to cénakf@escriptive) and com-
putational approaches to cortex models formation are wsgde

The regard to conceptual approach, contained in the papsceens anatomical assem-
bly, spatial features, and functional organization of evnivhich are based on cortex
models proposed by V. B. Mountcastle in [27], [28] and by DvVan Essen in [15], [39].
In the last two papers functional organization of cortexdésm of hierarchical system
then developed and improved in [20], [21].

The regard to computational approach, contained in therpepecerns computational
models of cortex based on the concept of a system of nested! metworks described
by J. P. Sutton et al. in [37] and on the idea of a network of nete/due to J. A. Ander-
son and J. P. Sutton, presented in [26], [5], [6], where ithisted computational systems
inspired by cortex models are also proposed.

The core of the proposed common ground language is matheahlathguage of hered-
itarily finite sets which was applied by R. Gandy in [17] to gi& characterization of
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abstract computing devices (the characterization was ithenoved and more exten-
sively explained by W. Sieg in [34], [35]) and by N. De Pisaipifl 1] to model abstract
neural nets.

The cortex models presented in the papers quoted abovesmeélsia in the language of
hereditarily finite sets in Sections 2 and 3 of the presenépaghere the links between
the mentioned cortex aspects are also discussed.

The paper is aimed among others to be a hint and a brief sufvegnee methods of
cortex modeling and related topics for those who will apptoproblem B in [29] of
applications of spiking neural P systems (introduced ifj)[22neurology, in particular
in modeling cortex behaviour and computations inspirechisy hehaviour.

The basic concepts concerning hereditarily finite setsrareduced and explained in
the following definitions and comments.

Definition 1 We recall now the notion of a hereditarily finite set used ii][For a po-
tentially infinite setl of labels or names which are urelements, i.e., they are rextgd
as) sets themselves, we define inductively a family ofld&tfor natural numbers > 0
such that

HF = @,
HF;;1 = the set of nonempty finite subsetd.afl HF;.

The elements of the unidfif = (J{HF; |7 > 0} U {@} are called hereditarily finite
sets ovell, or hereditarily finite sets with urelements I or simply hereditarily finite
sets if there is no risk of confusion.

For x € HF we define its weak transitive closWéTC(z) and supportupp(z) by
WTC(z) = U{WTC(y)|y € zandy € HF } U {z}
supp(z) = (z N L) U| J{supp(y) |y € = andy € HF},
and the depth of is defined to be the smallest natural numbésr whichx: € HF;.

We writedepth () to denote the depth of a hereditarily finite set

Explanatory Comments 1 One interprets a hereditarily finite set of depth greater
than 1 and the corresponding sé8TC(xz) andsupp(z) in the following way.

The urelements belonging toupp(x) are elementary or indecomposable
pieces ofr, the elements oWTC(z) — {x} are composed pieces of The setz it-
self is assembled, or composed, or aggregated successigalythese two kinds of
pieces elementary and complex one according to memberskifion € restricted to
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WTC(z) Usupp(x). Any (pictorial or verbal) presentation of this restrictimf € may
serve as a plan or an algorithm of an assembly:off = is a model of a system, e.g.,
an organ in biology, the elements ofpp(x) correspond to indecomposable pieces of
this system and the elementsWf'C(z) — {z} correspond to composed pieces of this
system.

Explanatory Comments 2 For a hereditarily finite set x the collection
{supp(y) |y € WTC(x)} can represent spatial aspect ofas a collection of sets
of regions of a space (on topological level of abstractiammihich pieces of: are
placed. Hence the assignment- supp(y) (y € WTC(z)) links assembly aspect of
represented byWTC(x) with spatial aspect of: represented on topological level of
abstraction by{supp(y) |y € WTC(z)}.

2 Columnar and areal organization of cortex

In this section we discuss anatomical, spatial, and funatiorganization aspects of
cortex with a regard to conceptual approach to cortex mddetsation. We show how

cortex can be modelled in terms of hereditarily finite setprtavide linking of these

aspects.

We begin the discussion with anatomical aspect of corter. ddlumnar and areal or-
ganization of cortex described in [27], [39], discusse ats[8], [10], [23], [24], and
the proposed interpretation of hereditarily finite sets kpEanatory Comments 1 give
rise to the following main example of hereditarily finite set

Main example 1 Anatomical assembly of cortex with respect to its colummakareal
organization can be modelled by hereditarily finite 8g},+.x 0f depth 4 such that

Teortex 1tSEIF IS the set of all areas of cortex,

areas of cortex are non-empty sets of hypercolumns of gortex

hypercolumns are non-empty sets of columns of cortex,

columns are non-empty sets of neurons of cortex, where new@ treated as
urelements.

We will discuss hypothetical properties ©f,,.x by using the following auxiliary no-
tions.

Definition 2 A collection of sets forms a tree if and only if, for any twasgbat belong
to the collection, either one is wholly contained in the atloge else they are wholly
disjoint. See [3].
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Remark 1 A lattice theoretical treatment of the above defined treledes them in [25]
to ultrametric spaces, where a relationship is describedibyisomorphism of appro-
priate categories mentioned directly in the title of [25prra survey of applications of
ultrametric spaces in biology and physics see e.g. [31].

Definition 3 For two elements:, y of a collectionA of sets we say that is an imme-
diate subset of with respect tod if « is a proper subset af and there does not exist a
setz in A such thatr is a proper subset of andz is a proper subset of.

Definition 4 A hereditarily finite set: is a tree-like hereditarily finite set if the assign-
menty — supp(y) (y € WTC(x)) is an injection and{supp(y) |y € WTC(z)} is a
tree.

Definition 5 We say that a hereditarily finite setis a regular hereditarily finite set if
the assignmeng — supp(y) (v € WTC(x)) is an injection andz € y implies that
supp(z) is an immediate subset efipp(y) with respect to{supp(y) |y € WTC(z)}
forall y,z € WTC(z).

Definition 6 We define depth-homogeneous hereditarily finite sets byiiwduin the
following way:

e a depth-homogeneous hereditarily finite set of depth 1 isite fifon-empty set of
urelements,

e adepth-homogeneous hereditarily finite set of depthl is a finite non-empty set
of depth-homogeneous hereditarily finite sets of depth

Artificial example 1 We present an example of depth-homogeneous hereditaiily fin
sets of depth 3:

v o= {{1,5},{1,4},{1,3}}, {{2,4}. {1,3}}, {{2,4}.{2,5}}} is a regular
hereditarily finite set but the collectiofsupp(y)|y € WTC(z)} is not a tree and
hencer is not a tree-like hereditarily finite set.

Theorem 2.1 Every tree-like hereditarily finite set is a regular heredlity finite set
but the converse is not true, i.e., there exist regular hiéaeitl finite sets which are not
tree-like hereditarily finite sets.

Proof One proves the theorem by induction on depth of hereditéiniye sets. The
setx in Artificial Example 1 is a regular hereditarily finite set igh is not a tree-like
hereditarily finite set. O
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Comment 1 A collection of sets which is a tree is a form of an idealizedtisy (on
topological level of abstraction) organization of a systewstly to simplify system anal-
ysis or system recurrent construction than to be a resulinoéeolutive natural process
of spatial adaptation of a system. This observation due toAléxander is contained
in his paper [3] concerning applications of tree structuia<city planning. Thus since
by Theorem 2.1 the notion of a regular hereditarily finite isdess restrictive than the
notion of a tree-like hereditarily finite set, we propose fibkowing hypothesis.

Hypothesis 1 The hereditarily finite set..,t.x modelling cortex is a depth-homogeneous,
regular hereditarily finite set.

The assignment — supp(y) (y € WTC(z)) establishes the links between anatomical
assembly aspect and spatial aspect of cortex forz q.tex, S€€ Explanatory Comments
2.

Functional organization aspect of cortex is modelled in],[1539], [20], [21] by us-
ing more or less explicitly a graph of pathway connectionsveen cortex areas. The
vertices of that graph of pathway connections are areahir labels, or names), the
edges are those ordered pairs of areas which are deternsimenhg others, by func-
tions sy o = supp(y) X supp(y’) — R (4, y') € Teortex X Tcortex) Valued in the seR

of real numbers, where the valugg - (n,n’) describe strength of synaptic connection
between neurons € supp(y) andn’ € supp(y’). The graph of pathway connec-
tions determined by functions, ,» ((v,%’) € Tcortex X Zcortex) describing strength of
synaptic connections links functional organization aspécortex with its anatomical
and spatial aspects.

3 Multilevel (nested) neural networks and networks of
networks

In this section we discuss certain topic computational noafecortex which are based
on the concept of a system of nested neural networks dedcoypd. P. Sutton et al.
in [37] and on the idea of a network of networks due to J. A. Asde and J. P. Sutton
presented in [26], [5], [6].

We describe the concept of a system of nested neural neta@ndkhe idea of a network
of networks in terms of hereditarily finite sets by using tbédwing notion.

Definition 7 For a natural numbern > 1 ann-level networkdt is given by

e a depth-homogeneous tree-like hereditarily finite 88t of depthn, called the
underlying hereditarily finite set dit,
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o afamily of state interaction functioi‘?sugz/ :supp(z) xsupp(z’) — R ((z,2') €
(y x y) — A, andy € WTC(z™) with depth(y) > 1) valued in the seR of
real numbers, wherd\, = {(z,2)|z € y} for depth(y) > 2 andA, = & for
depth(y) = 2,

e two functionsoe™, 0™ : supp(z™) — R which are state function and threshold
function of 0, respectively.

The underlying hereditarily finite sef”® of ann-level network)t describes hierarchical
organization of)t, where the elements ¥ TC(z™") correspond to clusters, see [37],
and indecomposable units 8t are urelements belonging taipp(z™), e.g., neural
elements themselves or elementary processors. The stttadtion functiong” _, de-
scribe the strength of synaptic connections between netikenfunctionsu, - in Sec-
tion 2.

Corollary 1 Let91 be ann-level network. Then

e for n = 2 the networldt is a network of networks understood ag26], [5],

e forn > 2 andy € 2" one obtains ar(n — 1)-level networkdt[y| determined
by y such thaty is the underlying hereditarily finite set 8f[y], the family of state
interaction function of1[y] is the restriction of the family of state interaction func-
tions of 91 to the case oWTC(y), and the state function with threshold function
of 91[y] are the restrictions of the state function and the thresHoitttion of M,
respectively, to the setipp(y).

Thus forn > 2 an n-level networkdt is a network of(n — 1)-level networks)[y]
(y € ™) of (n — 2)-level network[y][z] (= € y), etc., whereN[y] is immediately
nested it and9[y][z] is immediately nested M[y].

Proof The corollary is an immediate consequence of the definiticano-level net-
work. O

Theorem 3.1 For a natural numbem > 1, let 91 be ann-level network. Then there
exists a unique functiop® : supp(z™) x supp(z™) — R such thatu* | supp(z) x
supp(z’) = p , forall (z,2') € y x y — A,y € WTC(z™), wherey* | supp(z) x
supp(z’) denotes the restriction @f* to the setupp(z) x supp(z’).

Proof We prove the theorem by induction an O

I3corresponding to state interaction matrices in [5]
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Corollary 2 For a natural numbem > 1 an n-level network)t behaves globally as
a usual neural network whose state interaction functiorhit . which is given in
TheorenB.1

Proof The corollary is an immediate consequence of Theorem 3.1. O

Remark 2 Assume that we are given a neural network whose hierarchigalnization

is represented by a depth-homogeneous tree-like herdifimite setz, wheresupp(z)

is the set of neurons of the network afidipp(y) |y € WTC(x)} is the collection
of network regions. The network may contain neighbouringragk regionssupp(z),
supp(z’) with {z, 2’} C y € WT'C(z) for somey, where for all neurons € supp(z)
andn’ € supp(z’) there exists a synaptic connection betweeandn’. And vice versa,
the network may contain regiorapp(z), supp(z’) which are far one to another such
that for all neuronsn € supp(z) andn’ € supp(z’) there does not exist any synaptic
connection. The above two cases of synaptic connectiontardck give rise to the
following definition.

Definition 8 By ann-level network with neighbourhood graphs we meanralevel
network9t except it is completed by a new data which are neighbourhoaphs G

(y € WTC(z) with depth(y) > 1) and the family of state interaction functions is
restricted by the neighbourhood graphs such that

e the setV(GY) of vertices ofG¥ is y itself, the setZ/(G¥) of edges ofGY is such
that E(GY) C (y x y) — A, for A, given as in Definition 7,

e the family of state interaction functiom@z/ : supp(z) X supp(z’) — R is deter-
mined by neighbourhood graphs such that:') € E(GY) andy € WTC(z™)
with depth(y) > 1.

The neighbourhood graphs are interpreted such thdtfar) € (y x y) — A, but with
(2,2') ¢ E(GY) certainly for all neurons € supp(z) andn’ € supp(z’) there does
not exist any synaptic connection framinto n’'.

For ann-level network with neighbourhood graphs its neighbourhgeaphs can be
illustrated by a Venn diagram of frontier disjoint balls, @re the balls represent the el-
ements of the weak transitive closure of the underlying thiéaigly finite set of the net-
work and the edges of the neighbourhood graphs are repegseynthe arcs connecting
the frontiers of the corresponding balls, e.g. Figure 10hia paper [5] illustrates the
neighbourhood graph of corresponding 2-level network adee Figure 1 in [37] illus-
trating neighbourhood graphs of a 3-level network.

Corollary 3 Let0 be ann-level network with neighbourhood grapf¥ (y € WTC(z™)
with depth(y) > 1). Then9t determines an inductive construction of a family of graphs
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G, (y € WTC(z™)) with G, as a final result such that the sBt(G,,) of vertices of
G, and the sef/(G,)) of edges ot are given by

e V(G,) =supp(y) forall y € WTC(z™),
e fory € WTC(z™) with depth(y) = 1

B(Gy) = {(a,b) € V(Gy) x V(Gy) | ¥ ,(a,b) > 0} if (y,y) € E(GY),

otherwiseE(G,) = @, wherey' is that unique element GV TC(2™) for which
yey,
e fory € WTC(z™) with depth(y) > 1

E(Gy) = J{{(@.b) € V(G,) x V(Gy) [ (a,) > 0} | (2,2) € B(GY)
andz # z’} U U{E(Gz) |z €y}

Proof The corollary is an immediate consequence of the definiticano-level net-
work with neighbourhood graphs. O

Remark 3 The construction in Corollary 3 is a generalization of thenstructions of
an n-dimensional hypercube from the copies of hypercubes ofrions less than
for n > 3. For some mathematical treatmentreflimensional hypercubes see e.g. [12]
and for their applications see e.g. [33]. Some of the cortgtoms of higher dimen-
sional hypercubes from the copies of hypercubes of low difoes were pointed out by
Richard Feynman and Tamiko Thiel to apply these constrastamong others for vi-
sual presentation of ‘constructive’ structure of highemginsional hypercubes in [38].
The drawings of structures of 6-D hypercube, 9-D hypercabéd, 12-D hypercube in
Chapter Il of [38] can be treated intuitively as illustratis of those 2-level, 3-level, and
4-level networks with neighbourhood graphs, respectiwghich determine the con-
structions (like in Corollary 3) of 6-D hypercube, 9-D hypebe and 12-D hypercube
from the copies of 3-D cube, respectively. The neighboutlgsaphs of those 2-level,
3-level and 4-level networks are isomorphic to 3-D cube.

Remark 4 This remark is a hint for those who will approach modelingtegrbe-
haviour by application of spiking neural P systems. The dangimber (about0'')
of neurons in human cortex and various structural cortexamigations (anatomical,
physiological, and functional one) suggest to approach etiad of cortex behaviour
by application of (higher level) networks of spiking neuPasystems in a similar way
as networks of networks are applied, cf. [6]. It is worth toestigate those spiking
neural P systems whose sets of neurons and synapses forme byaiils and chains,
cf. [7], [14]. The discussion illustrated by Figure 16 in Sien 5 of [1] suggests that a
concept of am-level network of spiking neural P systems with their setseoffons and
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synapses forming synfire chains may appear useful to modg@sitionality ability of
brain by binding synfire chains. Namely, one may considesatiigher level constructs
(similar to construct illustrated by Figure 16 in Sectionrb[iL]) which are described
in terms of spiking neural P systems whose neurons and sga&msn am-level net-
work with neighbourhood graphs, where the levels of itsdrigrical organizationation
(with respect to nesting relation in Corollary 1) may copesd to the abstraction levels
of image perceiving and processing from pixel-level, tlmal feature level, structure
(edge) level, object level, to object set level and scenmcherization level. It gives rise
to an open problem, which is a variant of Temporal Correlatidypothesis of Visual
Feature Integration formulated e.g. in [18], whether higglical organizationation of
those higher level constructs is determined by spikingngatached in those learning
processes, e.g. in [19], which respect hierarchical orgaationation like in [13].

Conclusion. The common ground language for linking various aspects égenod-
els, proposed in the paper, concerns mainly the modelsctsgeolumnar and areal
organization of cortex but neuroscience and related fiebaisain a lot of other models
different from those which are based on columnar and areééxorganization. Look-
ing forwards, the proposed common ground language couldrisle of a future net
(or web) of common ground languages aimed to provide a diseobetween meth-
ods, treatments, and approaches, all respecting variotisations, to cortex models
formation from:

e cortex models due to E. Bienestock in [7] based on synfirenshand braids,

e the models in [32] extending the hierarchical organizatiboortex pointed out by
D. H. Hubel and T. N. Wiesel, where there are specified the lelvseimple cells
(neurons), the level of complex cells, and the level of hgperplex cells such that
a complex cell responds to some assembly of simple cellsaamgbercomplex
cell responds to some assembly of complex cells,

e neural net models using tensor product in [30], [36], andivated by problems of
linguistics,

e the models of brain memory inspired by the idea of spin glagdets in physics,
see [31] and Introduction to [37],

to the models inspiring construction of distributed systeerlizing massively parallel
computations, cf. [6], [26], and neoperceptron due to K.uslkma [16].

That future net could be a platform for mutual inspiratioriviEen neuroscience and
other disciplines and fields of research and engineerigg, &ty planning, where gen-
eral aspects of harmony-seeking computations and evelptvcesses of spatial adap-
tation are discussed, cf. [2].

Maybe one could form that future net of common ground langsdg a similar way
to the networks of patterns forming pattern languages, d@ht Alexander, discussed
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in [4]. It is worth to point here that the idea of pattern laages has already inspired
computer scientists to similar constructions in the areabjéct programming, cf. [9].
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In the last decade, different computing paradigms and deviigspired by bi-
ological and biochemical systems have been proposed. Werescall the no-
tions of membrane systems and the variant-@PP. We introduce the frame-
work of chemical computing, in order to show how to describmputations by
means of a chemical reaction system. Besides the usualiegcoidprimitive
boolean functions, we also present encodings for instiostof register machi-
nes. Discussion will consider how this computing composiean then be parts
of a more complex chemical computing system, with a strech&rsed on the
membrane structure af-DPP systems, to move toward a wet implementation
using the micro reactors technology. Our work thus expltiiesclose relation
between such chemical processes adPP systems.

1 Introduction

In the recent years, several computational models derrged the formal abstraction
of chemical reacting systems, such as the chemical absti@chine [3], and other in-
spired by the structure and functioning of living cells, baveen proposed. One of
these models, introduced in [14], is called P systems. Thie lolefinition of P systems,
also called membrane systems, consists of a hierarchicaltgte composed by sev-
eral membranes. Inside every compartment, delimited by Innenes, a set of evolution
rules is placed. The rules (in particular, multiset rewgtrules) are used to describe the
evolution of the objects occurring inside the system, wiiiekcribe the state.

Among the different variants of P systems, here we consielePP, presented in [5].
Within the framework ofr-DPP, the probabilities are associated to the rules, fatigw
the method described by Gillespie in [7]. MoreovePP extends the tau-leaping pro-
cedure [4] in order to quantitatively describe the behavmfucomplex biological and
chemical systems, embedded in membrane structures cothppskfferent volumes.

This kind of chemical reacting systems, can be also impléetkusing micro reactors.
Micro reactors [9], are laboratory devices composed of @weacting volumes (re-
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actors) with a volume at the scale of thé connected by channels used to transport
molecules.

The aim of this work is to show the correspondence betweBiPP and chemical react-
ing systems occurring inside micro reactors. The closdiogldbetween the topological
description of the two systems is clear, that is, both arepmsad by several volumes,
and among these volumes it is possible to communicate mekecdgain, the approach
based on multiset rewriting rules, that characterisd&PP, is similar to the chemical
reacting process occurring within a micro reactor. Funtihere, bothr-DPP and chem-
ical reacting systems emphasise the intrinsic stochgsti€ichemical processes. The
“noise” associated to the stochastic behaviour, rulesylgees dynamics at the micro-
scales. At this scale, the small volumes and the high ditgtiealize a system in which
particles interaction should be described in a discreteides Finally, the communica-
tion processes described by means of communication rulgénwi-DPP, are strictly
related to the channels interconnecting the reactors.

In this paper, we show how these analogies can be exploitedristruct a wet im-
plementation of P systems (in particular, ofDPP) and its feasibility. To obtain a
description ofr-DPP that can be implemented using micro reactors, the emgad
boolean functions and register machine through chemieatiens, following the chem-
ical computing principles, can be exploited.

Chemical computing [6] is a technique used to process irdtion by means of real
molecules, modified by chemical reactions, or using eledtraevices programmed
following principles taken from chemistry. Moreover, inaghical computing, the result
of a computation is an emergent global behaviour based ompécation of small

systems characterised by chemical reactions.

Exploiting the definition of chemical network, the desdoptof a system, as a set of
reactions applied to a given set of molecular species, cagivan. Moreover, with
the chemical organisation theory, the set of (so calledaoigations, within the set of
molecular species, can be identified and then used to desttrébbehaviour of such
system, as the movement between the organisations.

Note that, within the framework of chemical computing, gMeoolean function can be
expressed by means of chemical reactions, hence, everiept@an be encoded using
a set of reactions.

A different kind of problem encoding will be then presentdds is based on the in-

structions of register machines [13]. This approach islgintd the one related to the
chemical computing field. The idea is to use a set of chemézadtions to describe the
instructions of the register machines. For instance, irstiiesection 4.4, the description
and the simulation of a decrement instruction, is presented

The paper is organised as follows: in Section 2, membranemsgsand its variant of
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7-DPP are explained. The chemical computing framework amnital organisation
theory are presented in Section 3. In Section 4, we show thétseof the simulations
of the small components used to describe bigger systemb, a1XOR and NAND
logic circuits, and the decrement instruction of a registeichine. We conclude with
some discussion in Section 5.

2 Membrane systems and ~-DPP

In this section we describe the framework of membrane systemP systems [15],
recalling their basic notions and definitions.

We then present-DPP, a computational method firstly introduced in [5], usede-
scribe and perform stochastic simulations of complex lgjial or chemical systems.
The “complexity” of the systems managed by means-®@PP, is not only related to
the number of the reactions (rules) and species (objeatsviad, but it results from the
topological structure of the system, that can be composeddry volumes. Generally
speaking, the systems described usifigPP are represented through multiset rewriting
rules placed inside the volumes forming the system stractur

2.1 Membrane systems P systems, or membrane systems, were introduced in [14]
as a class of unconventional computing devices of diseihuparallel and nondeter-
ministic type, inspired by the compartmental structure #mel functioning of living
cells.

In order to define a basic P system, three main parts need tutioeliced: thenem-
brane structuretheobjectsand therules

The membrane structurdefines the framework where multisets of objects are placed,
and evolve by means of evolution rules. Another feature efrttembrane structure is
related to the management of objects communication amdfegetit membranes, us-
ing particular evolution rules. The definition of membraneisture is given through

a set of membranes with a distinct label (usually distinanbars), hierarchically or-
ganized inside a unigue membrane, narsiid membraneAmong others, a represen-
tation of a membrane structure is given by using a string absg parentheses. Every
pair of matching parentheses is placed inside a specialjgaioting the skin membrane.
Hence, every pair characterises a membrane of the system.

Forinstance, the string = [ [, [, [3]515], [, ], ], represents a membrane structure
composed by 5 membranes, organised in four hierarchicaldeioreover, the same
membrane structure can be represented by the strfing [, [, ], [ [, [5]1515 11 1o
hence, two pairs of matching parentheses, placed at the Beragchical level, can
be interchanged, together with their contents. This mehasthe order of pairs of
parentheses is irrelevant, whereas their respectivaoekdtips are important.
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Each membrane identifiesregion, delimited by it and the adjacent membranes, possi-
bly present inside it. The number of membranes in a membriametsre is called the
degreeof the P system. Finally, the whole space outside the skinlnane is called the
environment

The internal state of a P system is described byabjectsoccurring inside the mem-
branes. An object can be either a symbol or a string over aifiget@and fixed finite
alphabetV/. In order to denote the presence of multiple copies of objettide the
membranes, multisets are usually used. A multiset conefste&/o components: the
base set identifying the elements that constitute the satjtand a function associat-
ing to each element its multiplicity in the multiset. In thahework of P systems, the
multiset associated with membranis a map)/; : V' — N.

The objects occurring inside the membranes of a P systemsfigl with multisets\/;,

are transformed by means evolution rulesThese rules are multiset rewriting rules of
the formr; : v — v, whereu andwv are multisets of objects. The meaning of a rule is
that the multiset: is modified into the multiset; moreover, it is possible to associate to
v the target of the rule, that is the membrane where the muitiggaced when the rule
is applied. There are three different types of target. Iftdrget ishere, then the object
remains in the region where the rule is executed. If the tdsyaut, then the object is
sent out from the membrane containing the rule and placedemtiter region. Note
that, if a rule with this target indication is applied insittee skin membrane, then the
object is sent to the environment. If the targebis, wherej is a label of a membrane,
then the object is sent into the membrane labelled yvithis possible to apply this kind
of rule, only if the membrang is immediately inside the membrane where the rule is
applied.

Starting from an initial configuration (described by a meart® structure containing
a certain number of objects and a fixed set of rules), anditettie system evolve, a
computation is obtained. A universal clock is assumed tsteat each step, all rules
in all regions are simultaneously applied to all objectsahihare the subjects of evo-
lution rules. So doing, the rules are applied in a maximabljpelrmanner, hence the
membranes evolve simultaneously. If no further rule canfygied, the computation
halts. The result of a computation is the multiset of objecstained into amutput
membraner emitted from the skin of the system to the environment.

For a complete and extensive overview of P systems, we tedéeneiader to [15], and to
the P Systems Web Pad#tp://ppage.psystems.eu ).

2.2 7-DPP We now introduce a novel stochastic simulation techniqlle¢a-DPP
[5]. The aim of7-DPP is to extend the single-volume algorithm of tau-legd#i, in
order to simulate multi-volume systems, where the distumtttimes are arranged ac-
cording to a specified hierarchy. The structure of the syssanraquired to be kept fixed
during the evolution. In Section 2.1, we shown that the fraor& of membrane sys-
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tem satisfies this requirement, hence, the spacial arraggeoh P system is exploited
in the description-DPP. In particular, there is a close correspondence betwézPP
and a variant of P system called dynamical probabilistic ftesys (DPP). DPP were
introduced in [18]: they exploit the membrane structure slyBtems but they associate
probabilities with the rules, and such values vary (dynattyg, according to a pre-
scribed strategy, during the evolution of the system. Ferftiimal definitions of DPP
and examples of simulated systems, we refer the reader 14 T18, 2].

There is a difference between DPP an®PP: the former provides only a qualitative
description of the analysed system while the latter is ablgive a quantitative de-
scription. Though, the need for an accurgteantitativetool, led to the definition of
7-DPP [5]. This approach is designed to share a common tinteriment among all the
membranes, which allows to generate an accurate diswibofirules in each compart-
ment. This improvement is achieved using, inside the menmgsrafr-DPP, a modified
tau-leaping algorithm, which gives the possibility to siate the time evolution of every
volume as well as that of the entire system.

The internal behaviour of the membranes, is therefore destiby means of a modi-
fied tau-leaping procedure. The original method, first idtreed in [8], is based on the
stochastic simulation algorithm (SSA) presented in [7]e3& approaches are used to
describe the behaviour of chemical systems, computing tokabilities of the reac-
tions placed inside the system and the length of the ste@¢atieeration), according to
the current system state. While SSA is proved to be equivédethe Chemical Master
Equation (CME), therefore it provides the exact behavidtie system, the tau-leaping
method describes an approximated behaviour with respaebet€ME, but it is faster
for what concerns the computational time required.

As previously said, inr-DPP we exploit a modified tau-leaping algorithm, in order to
describer the correct behaviour of the whole system. Thiggeved by letting all the
volumes evolve in parallel, through a strategy used to cdmfiie probabilities of the
rules (and then, to select the rules that will be executed),ta choose the “common”
time increment that will be used to update the system state.

The method applied for the selection of the length of the t8tep is the following.
Each membrane independently computes a time incremergd lwasits internal state
(exploiting the tau-leaping procedure). The smallest tinmrement is then selected
and used to describe the evolution of the whole system, dgutia current iteration.
Since all volumesocally evolve according to the same time incremenDPP is able

to correctly work out thglobaldynamics of the system. Moreover, using the “common”
time increment inside the membranes, it is possible to matiagg communication of
objects among them. This is achieved because the volumesmarallysynchronised

at the end of each iterative step, when all the rules are ¢gécu

The modified tau-leaping procedureDPP is used to select the time increment that
will govern the evolution of the system as well as the set tdgthat will be executed
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during the current leap. Furthermore, in order to desciileedorrect behaviour of the
membranes and of the entire system, all the volumes havel&gpéndently select the
kind of evolution they will follow. The membrane can evolvethree different manners
(as described in [4]): executing either (1) a SSA-like stap(2) non-critical reactions

only, or (3) a set of non-critical reactions plus one critigaction. A reaction is critical,

if its reactants are present inside the system in very smadlats. The critical and non-
critical reaction sets are identified at the beginning ofg¥teration. The separation of
these two sets is needed in order to avoid the possibilityptdining negative quantities
after the execution of the rules (we refer the reader to [Bhiore details).

After this first stage of the procedure, the membranes stectles that will be used to
update the system, exploiting the common time incremewnigusly chosen. A detailed
description of the algorithm will be given later on.

Formally, ar-DPPY is defined as

T:(‘/1""aV’rLa/J'7SaM17"'7Mn7R17"'aancl~~~Cn)a

where:
e V1,...,V, are the volumes of the systemg N;
e 11 IS @ membrane structure representing the topological genaent of the vol-
umes;
e §={Xi,...,X,,}isthe set of molecular species, € N, that is, the alphabet of
the system;
e My,..., M,, are the sets of multisets occurring inside the membr&hpes ., V,,,

representing the internal state of the volumes. The mistdg (1 < i < n) is
defined ovels™;

e Ry,..., R, are the sets of rules defined in volumis ..., V,, respectively. A
rule can be of internal or of communication type (as descrielow);

e (1,...,C, are the sets of stochastic constants associated to thedefiegd in
volumesVy, ..., V,.

Inside the volumes of a system described by meansBPP, two kind of evolution

rules can be placed. These rules are calteernal andcommunicatiorrules. Internal

rules describe the evolution of objects that remain in theesaegion where the rule
is executed. Communication rules, send objects from the on@me where they are
applied to an adjacent volume. Moreover they can also mdt#yobjects during the
communication process.

The sets of stochastic constants, . .., C,,, associated to the set of ruléy, ..., R,,
are needed to compute the probabilities of the rule apjdicatalso called propensity
functions), along with a combinatorial function dependargthe left-hand side of the
rule [7].
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The general form of internal and communication rules{$; + asSs + - - - + Sk —
(6151 + B2S2 + - - + B Sk, target), whereSy, ..., Sy, € S are the objects involved in
the rule andvy, ..., ax, 51, - .., Br € N are the coefficients associated to the objects.
Note that we will usually consider the case where at mosetlotgects appear in the
left-hand side of the rule. This assumption is related tofétoe that the probability of
the combination of more than three objects is close to zero.

The target of the rules occurring inside the volumes af-BPP can be one of the
following:

e here: the objects are modified and remain in the volume where tleeiswapplied
(internal rule)

e out: this means that the products of the rule are “sent outsitke’sburce volume,
where the rule is applied, to the adjacent outer volume;

e in.per: this means that the products of the rule are “sent inside’viilume with
thelabel specified in the target. This kind of rules are only allowethi target
volume is placed inside the source membrane, and the twonediare adjacent
(that is, there exists no other volume placed between thececand the target
volume).

e in: this means that the products of the rule are nondeternaalbt sent to any of
the volumes placed inside the source membrane. This kingdl®ftan be used in-
stead of a set of rules with specific targétg,,.; (one rule for each inner volume).

Another difference between internal and communicatioesus related to the time
increment ¢) computation. In the procedure used to compytehile internal rule are
involved using both left-hand and right-hand sides, in thgecof communicating rules,
the method considers only their left-hand side. This distom is needed because the
right-hand side of internal rule modifies the internal staft¢he membrane where the
rule is applied whereas the right-hand side of communigatite affects the state of
another membrane, hence it is not considered during tt@mputation.

Obviously, the right-hand side of communication rules wdhtribute to the update of
the system state, which takes place at the end of the itarstigp, and will be therefore
considered to determine the state of the target volume ®n#xt iteration step.

We now describe the-DPP algorithm needed to simulate the evolution of the entir
system. Each step is executedlependentlyandin parallel within each volumeV;

(z = 1,...,n) of the system. In the following description, the algoritlexecution
naturally proceeds according to the order of instructiovisen not otherwise specified
by means of “go to” commands.

Step 1. Initialisation: load the description of volumié, which consists of the initial
quantities of all object types, the set of rules and theipeesive stochastic con-
stants.
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Step 2. Compute the propensity functien, of each ruler,, = 1,...,m, and evalu-
ate the sum of all the propensity functionsliy ag = >_7" | .. If ag = 0, then
go tostep 3 otherwise go tstep 5

Step 3. Setr;, the length of the step increment in volurvig to co.

Step 4. Wait for the communication of the smallest time increment, = min{r, ...,
T, } among those generated independently inside all voluvies ., V,,, during
the current iteration, then go giep 13

Step 5. Generate the step size according to the internal state, and select the way to
proceed in the current iteration (i.e. SSA-like evolution tau-leaping evolution
with non-critical reactions only, or tau-leaping evolutiwith non-critical reactions
and one critical reaction), using the selection procedefadd in [4].

Step 6. Wait for the communication of the smallest time incremept, = min{r, ...,
Tn } @among those generated independently inside all volumesgitine current it-
eration. Then:

- if the evolution is SSA-like and the valuge = 7554 generated inside the
volume is greater than,,;,,, then go tostep 7

- if the evolution is SSA-like and the valug = 7554 is equal tor,,,;,,, then go
to step 10

- if the evolution is tau-leaping with non-critical reaat®plus one critical re-
action, and the valug = 7,,.1. is equal tor,,;,, then go tostep 11

- if the evolution is tau-leaping with non-critical reaat®plus one critical re-
action, and the valug = 7,,.1. is greater tham,,;,,, then go tcstep 12

- if the evolution is tau-leaping with non-critical reaat®only ¢; = 7,,.), then
go tostep 12

Step 7.Computerssa = TsSA — Tmin-

Step 8. Wait for possible communication of objects from other voksnby means of
communication rules. If some object is received, then g&bastep 2 otherwise
gotostep 9

Step 9. Setr; = 7554 for the next iteration, then go back step 6

Step 10.Using the SSA strategy [7], extract the rule that will be agbin the current
iteration, then go tstep 13

Step 11.Extract the critical rule that will be applied in the currétetration.

Step 12.Extract the set of non-critical rules that will be appliedfe current iteration.

Step 13.Update the internal state by applying the extracted rulesh(internal and
communication) to modify the current number of objects, #rmeh check for ob-
jects (possibly) received from the other volumes. Then gikhastep 2

The algorithm begins loading the initial conditions of thembrane. The following
operation is the computation of the propensity functiomsl(de sum of them) in order
to check if, inside the membrane, it is possible to executeesceaction. If the sum
of the propensity functions is zero, then the value-a$ set toco and the membrane
waits for the communication of the smallestomputed among the other membranes
(Tmin) in order to synchronise with them and then checks if it is tdnget of some
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communication rule applied inside the other volumes. Tlogsrations are needed in
order to properly update the internal state of the membrane.

However, if the sum of all the propensity functions is gredtan zero, the membrane
will compute ar value based only on its internal state, following the firstt jud the
original tau-leaping procedure [4]. Besides this opergtihe membrane selects the
kind of evolution for the current iteration (like the comptibn of r, this procedure is
executed independently from the other volumes).

The algorithm proceeds t8tep 6 where the membrane receives the smaltesalue
computed by the volumes. This will be the common value usaghtiate the state of
the entire system. It is necessary to proceed inside evemirene using the same time
increment, in order to manage the communication of objects.

At this stage, the membrane knows the length of the time stdytee kind of evolution
to perform. The next step consists in the extraction of thesrthat will be applied in
the current iteration. In order to properly extract the sjlgeveral conditions need to be
checked.

In the case the membrane is evolving using the SSA strategy;, is the value gener-
ated inside of it, then it is possible to extract the rule gotvise the execution of the rule
is not allowed, because the step is “too short”. In the nedestthe membrane verifies
for possible incoming objects, to update its internal stateording to the communi-
cation rules (possibly) executed inside the other regibimlly, if its state is changed
(according to some internal or communication rule), thenrttembrane, in the succes-
sive iteration, will compute a new value of On the contrary, the value of the time
increment used, will be the result of the applicatiorSoép 7of the algorithm.

If the evolution strategy corresponds to a tau-leaping sii¢ip the application of a set
of non-critical reactions and one critical reaction, thgagithm verifies if the value of
computed by the membrane is equattq,, . If this is true, the membrane selects the set
of non-critical reactions to execute as well as the critiealction. The execution of the
critical reaction is allowed because, hetg;,, represents the time needed to execute it.
On the other hand, the application of the critical react®forbidden and the membrane
will execute non-critical reactions only.

If the membrane is following the tau-leaping strategy wita execution of non-critical
reactions onlys,,.;, is used to extract the rules (belonging to the set of noneat)tto
apply in the current iteration.

The last step is the system update. Here every membranetegdabe selected rules
and update its state according to both internal and comratiaitrules. This step is
executed in parallel inside every membrane, thereforepib&sible to correctly manage
the passage of objects and to synchronise the volumes.
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3 Chemical computing

In this section we introduce the basic notions of chemicalgoting systems and chem-
ical organisation theory, showing how to exploit them, tihge with membrane systems,
in order to obtain a representation suitable for the wet @n@ntation of the problem
in analysis, using micro reactors.

Biological systems are characterised by different medrasj employed in their evo-

lution, that are able to process information. This methaes @bust, self-organising,

adaptable, decentralised, asynchronous, fault-tolenaditevolvable. The global infor-

mation process comes from the application, inside the biod system, of a large

number of simple components. In particular, informatiotrésformed by means of
chemical processes, and for this reason, chemical reactiave been used to build a
novel computational paradigm [6]. This new approach isechithemical computing,

and it is related to the computation with real molecules dbsagehe electronic devices,

programmed using principles taken from chemistry

In general, the analysis of the solutions of chemical reaqgbrocesses, is hard because
of its nonlinearity. The same problems are related to thdyaisaof biological systems
since the behaviour of local parts can be very different fthenglobal behaviour.

In order to work out this problem, the notions of chemicalanigation theory can be
used to obtain the emergent behaviour of the system, sgdrom its small components,
hence linking the evolution governed by every single reactule with the global dy-
namics of the system.

Chemical organisation theory is used to identify a hiergrehself maintaining sub-

networks, belonging to a chemical reaction network. Thegersetworks are called

organisations. In particular, a chemical organisationseteof molecular species that is
algebraically closed and stoichiometrically self-mainitag. To define the organisations
and the properties of this particular type of sub-network, fivst need to introduce

reaction networks.

A reaction networkis a tuple(M,R), where M is a set of molecular species and
R is a set of reactions (also called rules). The ruleskirare given by the relation
R : Pp(M) x Pp(M) where Py (M) denotes the set of all the multisets of the
elements inM. The general form of a reaction ig;m; + asmso + -+ - + apmy —
Bimi + Bomg + - - + Bymy, Wherems,...,m, € M are the molecular species
involved in the rule andyy, ..., ax, 51, ..., 8 € N are the coefficients associated to
the molecules.

As previously said, a set of molecular species belongirg ie called organisation, if
the properties of closure and self-maintenance are satisfiere we report an informal
definition of these properties, we refer the reader to [1@i],fbrmal definitions and
further details.
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A set of molecular specigs € R is closed if its elements are involved in reactions that
produce only molecular species of the §etOn the other hand, theelf-maintenance
property is satisfied when the molecules consumed by théioeadnvolved in the set,
can also be produced by some other rule related to the sefftai@ng set. Note that, in
order to find the organisations of a chemical network, ondycstiometric information
(set of rules) is needed.

The set of organisation of a chemical network, can be exgddi describe the dynamics
of the system, by means of the movement among its elemenparticular, only the
algebraic analysis of chemical organisation is neededderaio obtain the behaviour
of the system. This analysis consists in the study of preses$iere molecular species
appear or disappear from the system (that is, when their abimcome positive or go
to zero). Furthermore, the behaviour of the system, as ibestabove, can either take
place spontaneously or can be induced by means of extematisgsuch as the addition
of input molecules.

If we want to use these reaction networks to compute, we sglliene to describe a com-
putational problem by means of a boolean function, whichum tan be computed as
a composition of many simple functions, such as the binariNDATherefore, we will
create a reaction network (called boolean network), baseiset of boolean functions
and boolean variables.

We define a boolean network using a sef\éfboolean functions and a set &f (with

N > M) boolean variable$b, . .., ba, ..., by }. The variable$;, such that < j <
M, are determined by the boolean functions (they are alsedatiternal variables).
The remaining variable${ such that\/ < j < N) represent the input variables of the
boolean network. The values computed by the seVdjoolean functions, are defined
as{b; = Fi(by(i,1),- -+ bg(in,)) Withi =1,..., M}. by(; 1) is the value of the boolean
variable corresponding to thketh argument of theé-th function. In general, the function
F; hasn; arguments, therefore, there &® different input combinations. The truth
tableT; of the functionF; is then composed b8/* rows andn + 1 columns, where the
first n columns contain values for the arguments of the functionthedast one is the
corresponding output.

Given a boolean network (as described above), the assdcesetion networK M, R)

is defined ad follows. For each boolean variabjewe add two different molecular
species toM, representing the valué&sand1 of the variable. In particular, lowercase
letters are used for the molecular species representingaiie0 and uppercase letters
for the valuel of the variables. Therefore, the sét contains2 N molecular species.
The setR of rules, is composed by two kinds of reactiotggical and destructive
Logical reactions are related to the rows of the truth tabliethe functions involved
in the boolean network; hence the left-hand side of the rpeasents the input values
of the boolean function, while the right-hand side is thepotivalue. The destructive
reactions are needed to avoid the possibility to have, égid system, two molecular
species representing both states of the same variablesditetime (i.e. two molecules
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representing the stafeand1 of the same boolean variable). In this case, the state of the
variable becomes undefined, and a rule that degrades theotwesponding molecular
species, is required.

The resulting chemical networkM, R) implements the boolean network without in-
puts specified. The input variables of the boolean networktine externally initialised
because they are not set by the boolean functions. Thdiseti@n is encoded by means
of inflow reactions. These reactions are zero-order reasfpvoducing substances from
the empty set.

4 Building and simulating component reaction networksn —-DPP

To lay out our path from a model of computation to a chemicahpoting device, we
build and simulate sma#t-DPP systems using techniques inspired by the literature on
reaction systems [6, 12]. Those small systems must be poletbugh to compute,
when assembled in more complex systems, any computableeg@gdunction.

Hence, in this section we describe the implementations@NAND and XOR logic
circuits, and of the decrement and increment instructidmegister machines, through
sets ofr-DPP chemical reactions. We then present some simulatguritseof our sys-
tems.

We recall thategister machineare universal abstract computing devices, where a finite
set of uniquely labelled instructions is given, and whichrat time keep updated a finite
set of registers (holding integer numbers) by performingequence of instructions,
chosen according to their labels. Every instruction canflmne of the following types,
here informally introduced:

e ADD: a specified registeris increased by 1, and the label of nektiction is chosen
nondeterministically between two labels specified in trstrirction,

e SUB: a specified register is checked, and if it is non-empty itasrdased by 1,
otherwise it will not be changed; the next label will be difatly chosen in the
two cases,

e HALT: the machine stops.

Later, we will describe-DPP implementations &fUB andADD instructions.

4.3 The NAND and XOR logic circuits The NAND logic circuit has been imple-
mented with the sequential composition of an AND and a NO€ gatshown in Figure
4.1. Following the chemical computing guidelines desatibeSection 3, we defined
the logic circuits with the rules listed in Table 4.1. The stamt values reported in the
table have been used to perform the simulation by meansiPP. Note that the rules
ri1,...,7r14 represent the inputs of the gate. For instance, when thetautssof the
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rulesry; andry3 are set tal, the input given to the NAND gate sfor both the input
lines. The rationale behind this, is that the different itspior the system are obtained
producing the corresponding molecular species.

Fig. 4.1 The NAND logic gate

Table 4.1 Reaction rules for the NAND unit. The initial multiset is get0 for all the molecular
species.

Reaction Rule Constant
r1 a+b—c 1-1073
ry a+B—c 1-1073
r3 A+b—c 1-1073
rq A+B—C 1-1073
rs c— D 1-1072
TG C—d 1-1072
rr  a+A— )\ 1-10~1t
rg  b+B— )\ 1-1071
9 c+C — A 1-1071
rigo d+D— )\ 1-10~1

r11 A—a c11 € {1,0}
T12 AN— A 0126{1,0}
13 A—b c13 € {1,0}
r14 A— B c14 € {1,0}

Rulesry,...,r4, compute AND, ruless, ..., rg compute NOT, rules, ..., ro will
clean the system when going to change its input and, in ggméran both values for a
variable are present in the system.

Exploiting the set of rules for the NAND gate, it is then pddsito define the-DPP
which encodes the logic circuit. Formally, theDPPY y 4 v p is defined as

Yvanp = (Vo, 11, S, Mo, Ry, Cy),

where:

e 1} is the unique volume of the NAND unit;
e i is the plain membrane structurg | ,;
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S ={a, A, b, B,c,C} is the set of molecular species;
o My = {a™e, Ama pme B™B cMe CMC M4 D™D} s the set of multisets oc-
curring inside the membranig;

e Ry = {r1,...,7m4} is the set of rules defined in volumé&s and reported for
clarity in Table 4.1. Due to the flat membrane structure ledirules here involved
are internal.

e Cy = {c1,...,c14} is the sets of stochastic constants associated to the redes d

fined inVj, reported for clarity in Table 4.1.

In Figure 4.2, the results of the simulation of the NAND gate eeported. In the ini-
tial configuration of the system, the multisets are emp th, the amounts of all the
molecular species are set to zero. At time 0, the input of the system ig, B, corre-
sponding to the first input line set to zero and the secondaskhéo one. This corresponds
to ar-DPP configuration where the constants of rulgsandr4 are set to 1, while the
constants of rules;> andr;3 are set to zero. The output obtained with this configura-
tion is 1, indeed the system, at the beginning of the simulation, yced the molecules
D corresponding to the expected output value. At time 400 the input values of the
system change from, B to A, B. The system starts producirfgmolecules, but the
output of the system changes only when all fhenolecules have been degraded (by
means of rule;y) and the moleculesg are then accumulated inside the membrane.

300 F ——
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Fig. 4.2 Plot of the dynamics of the NAND unit with two inputs in sucsies. The initial multiset
is set to O for all the molecular species.

The XOR gate (see Figure 4.3) has been implemented usingetraf sules listed in
Table 4.2. The constant values reported in the table have leed to perform the sim-
ulation by means of-DPP. The ruless, ..., r1; represent the inputs of the gate. For
instance, when the constants of the rulgandr;o are set tal, the input given to the
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Fig. 4.3 The XOR logic gate

XOR gate isO for both the input lines. The rational behind this, is thas thfferent
inputs for the system are obtained producing the correspgrdolecular species.

Table 4.2 Reaction rules for the XOR unit. The initial multiset is setQ for all the molecular
species.

Reaction Rule Constant
1 a+b—c 11073
ro a+B—C 11073
r3 A4+b—C 11073
rq A+B-—c 11073
rs  a+A— )\ 1101
re b+B— A\ 1107t
rr c+C— A 11071
g A—a cs € {1,0}
T9 A— A co € {1,0}
10 A—b c10 € {1,0}
11 A— B e € {1,0}

Formally, ther-DPPY x o r, corresponding to the XOR logic circuit, is defined as
YTxor = (Vo, 1, S, Mo, Ro, Cp),
where:

e 1} is the unique volume of the XOR unit;

e i is the plain membrane structurg | ,;

e S=1{a,A b, B,cC,d, D} is the set of molecular species;

o My = {am=, Ama pm BB ™ C"™c} s the set of multisets occurring inside
the membranéj;

e Ry = {ry,...,r11} is the set of rules defined in volumé&s and reported for
clarity in Table 4.2. Due to the flat membrane structure tedlrules here involved
are internal.

e Cy = {c1,...,c11} is the sets of stochastic constants associated to the redes d

fined inV} reported for clarity in Table 4.2.
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Fig. 4.4 Plot of the dynamics of the XOR unit with two input in successiThe initial multiset
is set to O for all the molecular species.

In Figure 4.4, the results of the simulation of the XOR gate @ported. In the ini-
tial configuration of the system, the multisets are emp th, the amounts of all the
molecular species are set to zero. At time 0, the input of the system is, B, corre-
sponding to the first input line set to zero and the secondeirte sne. This corresponds
to a7-DPP configuration where the constants of rulgsndr,; are set to 1, while the
constants of rulesy andro are set to zero. The output obtained with this configuration
is 1, indeed the system, at the beginning of the simulation, ywed the molecule§
corresponding to the expected output value. At time 200 the input values of the
system change from, B to A, B. The system starts producirgmolecules, but the
output of the system changes only when all @fienolecules have been degraded (by
means of rule-7) and the moleculesare then accumulated inside the membrane.

4.4 The SUB instruction We now describe and simulate a 2-membrand3PP
system reproducing, by means of chemical reactions opgrain a set of molecular
species, the behaviour oB8B instruction of a register machine. This type of instruction
is shown first because it hides a conditional behaviour, kihgovhether a register is
zero or not, and respectively choosing a different labetliernext instruction, and the
availability of conditional instructions is a key issue imnsputing devices.

We consider &UB instruction checking a register whose value is associatéugt pres-
ence of objects in volumeV7, and the resulting choice for the next label will be rep-
resented by the appearing in volurvig either of object® or z. Finally, the triggering
of this instruction will be given by the injection ij, of a quantity of objects.

Formally, ar-DPP7Y gy 5 is defined as

TSUB - (‘/Oa Vlaﬂysa MOleaR()lea COa Cl)v
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where:

Vo, V1 are the volumes of the SUB unit;

p is the nested membrane structiige | |, | ;

S ={p,s, s, u,z, 2"} is the set of molecular species;

Mo = {p™r, ™=, 8" 2M=} My = {p™», s™s u™e, 2™= '™} are the mul-
tisets occurring inside the membrarigsandV/; respectively;

e Ry = {r1,...,r5}, R = {r1,...,rs} are the sets of rules defined in volumes
Vb, V1 respectively, and reported for clarity in Table 4.3;
e Cy={c1,...,¢c5}, C1 = {c1,...,c3} is the sets of stochastic constants associ-

ated to the rules defined ¥, V; reported for clarity in Table 4.3.

Table 4.3 Reaction rules for the SUB uniti, on the left andR; on the right). The initial
multisets are{s"*} in Vo, and{u?°, 2%} in V;.

Reaction Rule Constant  Reaction Rule Constant
71 2p — (p, here) 1 1 s+ u — (p,out) 110°

ro  z-+p— (2, here) 1 ro  s+z— (242, here) 1

rs 2z — (z, here) 1 T3 2\ — (z,out) 1

T4 s — (s,ingp) 1

s s' — (s, here) 61072

This system is initialised with small quantities for molé&ruspecies, and this makes it
fragile with respect to the inherent stochasticity, butgoal is to qualitatively show the
required sharp change of behaviour occurring when the sitedlregister goes to zero.

The simulation starts with a positive register value within and it receives a sequence
of SUB requests (rules; andr,), bounded in this example by the initial availability of
s’ molecules. Figure 4.5 shows the correct two phases of exectm the first phase
the counter is decremented and object@re produced iV, but when the simulated
counter reaches zero, only objeetwill be produced.

4.5 The SUBADD module The SUB unit can be extended to be able to perform
both aSUB and anADD instruction, according to which objects it receives frontside:
s or a, respectively. Rules are defined for the two possible omerstand the choice of
objects avoid mixing them. The results can be seen in figuard 4.7.
Formally, ar-DPPY sysapp is defined as

Ysupapp = (Vo, V1, Va, 1, S, Mo, My, M2, Ry, Ry, Ra, Co, C1, C2),

where:

e V4, Vi, V5 are the volumes of the SUBADD module;
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Fig. 4.5 Plot of the dynamics of the SUB unit.

p is the nested membrane structlgd, [, ], ], |,

S={L,l'm,k,k 0,q,80p, 2 a,A u,z, ad}is the set of molecular species;

o My = {I™i) /™ M= ™M= pMe [ [T AMA oo mMm LV = {8
pe, 2= a™ae AMALandMy = {s™, u™, pe 2™= /M q/™a’ ) are the mul-
tisets occurring inside the membrarigs V; andV; respectively;

e Ry ={r1,...,m8}, R = {r1,...,rs}, R2 = {r1,...,r5} are the sets of rules
defined in volume¥}, V; andV; respectively, and reported for clarity in Table 4.4;

e Cy={c1,...,cs}, C1 ={c1,...,c8}, Ca ={ec,...,c5} is the sets of stochas-

tic constants associated to the rules definekirl/; andV; reported for clarity in

Table 4.4.

5 Complete systems, discussion and open problems

Our results are a starting point, since they only tackle thikeling of basic elements of a
computing device. A more complex problem is related to thenewtivity among these
components.

The general instance of boolean network, but also the gerearetion network consid-
ered in literature, do require a complex grid of channelsitnmicating variables/objects
to the required destination gates/volumes.

For usual P systems, such a grid of channels can only repeoauiee-like structure
of nested membranes, communicating only between adjacest ¥Ve could move our
studies to other models for P systems, which allow more fogacancy relations be-
tween membranes, such as “Tissue P Systems” [11]. But we eéde tvo positive

remarks: experimental chemical tools like micro react@s be built reproducing any
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Table 4.4 Reaction rules for the SUBADD moduld?g on the left, R, on the right andR, on
the bottom). The initial multisetdZ, and M, are empty, whileM/ is {u*°}.

Reaction Rule Constant Reaction Rule Constant
r1 L — (I' + s, here) 1 r s — (s,ing) 1
To s — (s,inq) 1 ro  2p — (p, here) 1
rs '+ 2z — (m,here) 1 rs 2z — (z, here) 1
rg U4+ p— (m,here) 1 ry p-+2z— (p, here) 1
rs  k— (K +a,ing) 1 rs z — (z,out) 1
re a — (a,iny) 1 6 p — (p,out) 1
r7  k'+ A — (o, here) 1 r7 a — (a,ins) 1
rs k' + A — (q,here) 1 r8 A — (A, out) 1

Reaction Rule Constant

71 s+u — (p,out) 110°

ro  s+z— (242, here) 1

T3 2\ — (z,out) 1

ry a+u— (2u+d, here) 1

rs a’ — (A, out) 1

given grid of channels, while on the other hand the treedikecture of P-systems does
not rule out their universality [15].

Within our approach, by using SUBADD modules, we can outtime structure of a
7-DPP system simulating a complete register machine withtjuse levels of nested
membranes: the skin membrane, and inside it a number ofstejimembranes struc-
tured like volumél/; in SUBADD module. The key idea to be developed, is to simulate
the steps of the register machine by having in the skin mengbngolecules represent-
ing the current instruction label. Then, for instance, gthuction/ increments register
r, then rules would be defined which produce objeg¢tand send them to internal mem-
brane representing registerContinuing the example, that internal membrane will pro-
duce objectsd,., and a rule in skin membrane would transform pairs of objeetsA,.
into (non-deterministically chosen) objeats wherem is one of the outcome labels
specified by the\DD instruction being simulated. (Other details to be specifidbbe
those related to the halting of the computation.)

All this leads to some open problems worth being studied.passage from single sim-
ple components to complete universal devices, with theiredeonnectivity, how does
it scale? It is well known that small universal register mael can be built [10], but
their 7-DPP implementation, and eventually their chemical systapiementation has
to be evaluated. Moreover, the computational efficiencyheté systems can be stud-
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Fig. 4.6 Plot of the dynamics of the SUBADD module performing a de@atinstruction on a
register.
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Fig. 4.7 Plot of the dynamics of the SUBADD module performing a incegminstruction on a
register.

ied, for instance with respect to NP-complete problems siscBAT. Anyway, the usual
trade-off between space and time in structural complegigyhaps has to be applied
with negative results te-DPP, since objects could exponentially grow in polynomial
time (by using rules likey — 2p, but the space structure of volumes is fixed, and on the
other hand the stochastic nature of the model substitutedeterminism by equiprob-
ability, all motivated by chemical plausibility.
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K is a rewrite-based framework proposed for giving formaé@xtable seman-
tics to programming languages and/or calculi. K departenfaiher rewrite-

based frameworks in two respects: (1) it assumes multisetdists as builtin,

the former modeling parallel features, while the latterusayial ones; and (2)
the parallel application of rewriting rules is extendednfranon-overlapping

rules to rules which may overlap, but on parts which are nanged by these
rules (may overlap on “read only” parts). This paper shows Resystems and
variants can be defined as K (rewrite) systems. This is thedipsesentation of
P-systems into a rewrite-based framework that capturebehavior (reaction
steps) of the original P-system step-for-step. In addit@providing a formal

executable semantic framework for P-systems, the embgddiR-systems as
K systems also serves as a basis for experimenting with avelafgéng new

extensions of P-systems, for example with structured dataude-based ap-
plication for executing P-systems defined in K has been impiged and exper-
imented with; initial results show computational advaetgf using structured
objects in P-systems.

1 Introduction

K [23] (see also [14]) is a rewrite-based framework which hasn proposed and devel-
oped (starting with 2003) as an alternative (to structuparational semantics) formal
executable semantic framework for defining programmingleges, language-related
features such as type systems, and/or calculi. K's streceythbe best reflected when
defining concurrent languages or calculi, because it givese a truly concurrent se-
mantics, thatis, one in which concurrent steps take placewently also in the seman-
tics (instead of interleaving them, as conventional openal semantics do). K assumes
as builtin and is optimized for multisets and lists, the ferrmodeling parallel features,
while the latter sequential ones. More importantly, reingtrules in K can be applied
concurrently even when they overlap, assuming that theyodlatmange the overlapped
portion of the term (may overlap on “read only” parts). Coetp of many program-
ming languages or computation models are already defineginrcKiding Scheme [16],
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KOOL [13], Milner's EXP language [17], Turing machines, C{B], as well as type
systems for these, etc. - see [23].

A fast developing class of computation models was introdume Paun in 1998 [20]
exploiting ideas from chemistry and biology (see [22] foregant survey). They are
calledmembrane systen(sr P-systemsand combine nested membrane structures with
computation mechanisms inspired by the activity of livielis There is a large variety
of P-systems studied in the literature and a few toy impldaateons for developing
applications. The original motivation was to link this raseh to formal language theory
studies, but the model is more general, coming with imparsaggestions in many
fields, for instance in the design of new parallel prograngiémguages.

Both K definitions and P-systems use potentially nested mamels as a spatial modu-
larization mechanism to encapsulate behaviors and tatatrithe systems (see Fig. 3.1(a)
for an example of nested membranes). P-systems are indpiretlemistry and biol-
ogy, using “objects” (abstract representations of chehmwalecules) which interact;

all communication is at the object level. Objects move fragion to region (in the
basic model, these are neighboring regions) either diremtby using symport/antiport
mechanisms. When far reaching regions are targeted, $ppagmare to be added to
objects to reach the destination and, in most of the modedspbjects have to travel
through membranes from region to region to reach the findlrbon.

The K-framework uses a similar membrane structure (caltedl™), but for a different
goal, leading to important differences. The main objecti¥& is to model high-level
programming languages and calculi, for instance allowil@ Or multi-threading pro-
gramming. To this end, the objects within the membranestaretsred. This structure
is both in space and in time. The spatial aspect refers to $leeofl algebraic terms
to describe the objects floating in the membrane soups (isgi®ue to this alge-
braic structure, one has more power to express object tttera However, there is
another equally important mechanism, which is not expjigitesent in P-systems or
in CHAM s [6, 7], namely the use of computation tasks, as @bmstiructures evolving
in time. To this end, a new data type is builtin in the K framegahe list structuret*
used to capture sequential orders on tasks’ execution. dtmarhunication” in K is at
a high level, data being “moved” from a place to another placesingle step. It is this
combination of structured data and their use in a mixtureestted soups (for parallel
processes) and lists (for sequential tasks) which makessgiple to effectively define
various high-level languages in K.

P-systems may be described without membranes. Indeed thg@riree associated to
the membrane structure, one can tag each object with thdrptik tree from the root
to the membrane where the object is in. Now, the objects maysiee in a unique
huge soup and the evolution rules, previously used in speeifjions, become global

4| jsts can be encoded with (multi)sets, but allowing them fastclass citizens” gives the K user the
capability to match fragments of lists.
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rules, but applied to similar path-tagged objects. Thisoletion highlights the advan-
tages of using membrane systems: the matching and thedtiterdetween objects are
localized and may be more efficiently implemented. The pdee paid is that commu-
nication between arbitrary membranes is not straightfodvead has to be implemented
with small steps of passing objects from region to regioretach the final destination.
In K one has a somehow mixed setting: K uses membranes tocerfaral rewriting,
but the matching rules are global.

Three main classes of P-systems have been extensivelgdtudi

P-systems as transition systems [“classical” P-systems]
P-systems as communicating systems [symport/antipoysiiss]
P-systems as structure-evolving systems [P-systems watitteanembranes]

We present formalizations in K of these three basic types-sf$tems and of many
key elements used in the plethora of P-systems found intérature. We believe that
this is enough evidence that K can serve as a suitable senfiertiework for defining

P-systems in particular, and, in general, for experimegnith new parallel program-
ming languages based on paradigms from natural scieneePh&ystems, for which
efficient implementations are notoriously difficult to deye We make two additional
contributions:

We extend P-systems from a setting with unstructured objémt using a simple
monoid structure on objects, i.e., strings) to one whereabjare given by ar-
bitrary equational specifications. Most data types may peesented by algebraic
specification techniques, hence one can use this line topgncate complex data
types into P-systems.

We have developed a running environment for P-systems ukasmgmbedding tech-
niques discussed in this paper and the implementation ofMande. The paper
includes a few experiments with both unstructured and &irad objects which
demonstrate the large increase in expressivity and pedocadue to adding struc-
ture to objects.

The paper is organized as follows. Sections 2 and 3 brieftgdghice K and P-systems,
respectively, referring the reader to the literature forrendetail. Sections 4, 5 and 6
show how the three types of P-systems above are defined indioB8& discusses our
implementation and Section 8 concludes the paper.

2 K

K [23] is a framework for defining programming languages lolage rewriting logic
RWL [15], in the sense that it has two types of sentenegeationgor structural iden-
tities andrulesfor computational steps. It has an implementation in Maudkitallows
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Int ::= ... all integer numbers
Bool ::= true | false
Name::= all identifiers; to be used as names of variables

Val ::= Int

AExp::= Val|Name
| AExp+ AEXp [strict, extendStinexint—int] (71)

BExp::= Bool
| AExp< AExp [segstrict extends<intxint—Bool] (72)
| not BExp [strict, extends-gool—gool (73)
| BExpand BExp [strict(1)] (ra)

Stmt::= Stmt Stmt [s1:82 = 51~ 82] (75)
| Name:= AExp [strict(2)] (re)
| if BExp then Stmtelse Stmt [strict(1)] (r7)
| while BExpdo Stmt (rs)
| halt AExp [strict] (ro)

Pgm::= Stmt{ AExp

Table 2.1 K-annotated syntax of IMP.

for a fast development of efficient interpretors. We briefgsdribe the basic concepts
and notations used in K (see [23] and the referenced welmsitedetailed presentation
of K; ask the author for the current version of a draft bookipgss an example a sim-

ple concurrent language. We start with the simple impeedtnguage IMP defined in

Tables 2.1 and 2.2. Then, we extend IMP with threads and lwaligsulting language

CIMP.

Annotating syntax. The plus operatiofr;) is said to be “strict” in both arguments/sub-
expressions (i.e., they may be evaluated in any order)ewhd conditionalr;) is strict
only in its first argument (i.e., the boolean expression bdsetevaluated first); finally,

n “less-than”(r2) the evaluation is “seqstrict” (i.e., the arguments areuwsigd in the
sequential order). Some operations “extend” other opmmaton primitive data types
(which may be computed with external libraries, for examphdl attributes can be
desugared with equations or rules (if they are not alreadsatons or rules); they are
nothing but notational convenience. For example, the elgaitribute in(r,) desugars

to rule “i; 4+ i2 — i1 +nixint—int 22”. The desugaring of strictness is explained shortly.

Semantics. The K semantics is defined with equations and rules that appéynested
cell (or membrangstructure, each cell containing either multisets or liftglements.
A K semantics of IMP is described in Table 2.2 .ckinfigurationsare specified using
cells( S )n, whereh is a cell index ands' is any term, in particular a multiset or a list
of possibly other cellsSet[S] andList[S] denote multisets and lists of terms of type
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S; by default, the empty set or list is denoted by a dét and multiset elements are
separated by space while list elements are separated by @olfrone wants a different
separator or unit, or wants to emphasize a default one, thercan specify it as sub-
and/or super-script; for exampleist . [S] denotes ~\"-separated lists of elements of
type S of unit “-”. The syntactic category stays forcomputationsand typically has
a “~-separated list structure @omputational taskswith the intuition that these are
processed sequentially. What “processed” means depeondgtup particular definition.
Strictness attributes are syntactic sugar for specialt@mnsallowing subcomputations
to be “scheduled for processing”. The strictness attribineTable 2.1 correspond to
(k,k1,ko € K, € KResulfz € Namé:

ki+ko=ki ~nO+ ko kiand ks = k1 ~ O and ks

ki+ko =ko k1 +0 v=k=knx:=0

k1 <ks =k ~n0O<ko if kK then ky else ko = k ~ if O then & else ko
r <kys=korr +0 halt k = k ~ haltdJ

notk =k ~ notJ

The square [1” is part of auxiliary operator names calleshmputation freezerdor
example, J + " freezes the computatioky, in the first equation above.

In K, the following derived notations are used to indicateoanurrence of an element
inacell: (S}, - atthe top;{ S ) - at the very endy S ), - anywhere. The first
two notations are useful when the configuration is a list,they are not used in the
representation of P-systems in K described in this papdesRtan also be written in
contextual formin K, where subterms to be replaced are underlined and thestérey
are replaced by are written underneath the line. For exartipeassignment rule

(z = vbk: (=, )Dstate

v

reads as follows (underscorée ‘matches anything): if an assignment = v” is at the
top of the computation, then replace the current valueiofthe state by and dissolve

KResult::= Val
K ::= KResul{ List . [K]
Config::= (K)y | (Set[(Name Val)])state
| (Set[Confid)T

if true then s; else sy — s7
if false then s; else sy — s9

( while b do s Di
(hy, 4(; 0)Dstare if b then (s;while bdo s) else -

v
halt 4 i) 5
true and b — b, false and b — false (halt i), — (i)

Table 2.2 K configuration and semantics of IMP.
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the assignment statement. We prefer to use the more coamahtiotation f — »”
instead of % when the entire term changes in a rule.

Extending IMP with threads. We extend IMP with threads and call the resulting
language CIMP (from concurrent IMP). We only add a spawniatesnent to the syntax
of the language, without any explicit mechanisms for syoofmation.

Stmt::= ... | spawn Stmt

Interestingly, all we have to do is to add a K rule for threagiation and nothing from
the existing definition of the K semantics of IMP has to be ¢jesh Here is the rule for
spawning:

('spawn(s) b,

(sDe

Therefore, multipld] _ ) cells can live at the same time in the top cell, one per thread.
Thanks to the concurrent rewriting semantics of K, diffétbneads can access (read or
write) different variables in the state at the same time. &dver, two or more threads
can concurrently read the same variable. This is precibelyntended semantics of mul-
tithreading, which is, unfortunately, not captured by S@8rdtions of CIMP, which en-
force an interleaving semantics based on nondetermitiiséiarizations of the concur-
rent actions. While K allows a concurrent semantics to alagg, note that it doasot
enforce any particular “amount of concurrency”; in partaauK’s concurrent rewriting
relation, denoted=", includes any number of rewrites that can be executed aencu
rently, from one rewrite to a maximal set of rewrites; thusjrterleaved execution or a
maximally parallel one are both valid rewrite sequences.in K

Once a thread is terminated, its empty cell (recall thatestants are processed into
empty computations) will never be involved into any matchiso it plays no role in
the future of the program, except, perhaps, that it can axerfhe memory in actual

implementations of the K definition. It is therefore naturatleanup the useless cells
with an equation of the form:

(- Dx=-

Synchronization mechanisms through lock acquire andseless well as through rendez-
vous barriers, are discussed in detail in [23].

3 Membrane systems

Membrane systems (or P-systems) are computing devicesetest from the structure
and the functioning of the living cell [1].

In classicaltransition P-systemf0], the main ingredients of such a system are the
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membrane structur@ hierarchical cell-like arrangement of membrafgsn the com-
partments of whichmultisetsof symbol-objects evolve according to givewolution
rules The rules are localized, associated with the membraneséhith the compart-
ments), and they are used imandeterministic maximally parallehanner (a unique
clock is assumed, the same for all compartments). A comipatabnsists of a sequence
of transitions between system configurations leading tol@énlyeconfiguration, where
no rule can be applied. With a halting computation one aasesi result, usually in the
form of the number of objects presentin a distinguished nramd Thus, such a system
works with numbers inside (multiplicities of objects in cpartments) and provides a
number as the result of a computation.

afc

a— ab

\
12 4= a — bo
] a f1f
regions N Zmembranes = d d= de

=~ 6 A
e g el
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Fig. 3.1 A membrane system (a) and a “classical” P system (b).
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\ elementary membrane
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From a different perspective, P-systems may be seen as coitating systems. In
this view, a P-system, better known sgmport/antiport P-systeffi9], computes by
moving objects through membranes, in a way inspired by bipldhe rules are of
the forms(z, in) and(zx, out) (symportrules, with the meaning that the objects speci-
fied by x enter, respectively exit, the membrane with which the rslassociated), and
(z, out; y,in) (antiportrules: the objects specified hyexit and those specified hy
enter the membrane at the same time). By rules of these tgsesiated with the skin
membrane of the system, objects from the environment caer #reg system and, con-
versely, objects from the system can be sent out into ther@mvient. One can also
usepromoterginhibitors) associated with the symport/antiport rules, in the fornolof
jects which must be present in (resp. absent from) a compattin order to allow the
associated rule to be used.

Finally, a feature which may be added to any of the previopssyof P-systems is the
possibility to dynamically change the membrane structlihe resulting P-systems are
calledP-systems with active membrarj2s].

15See [8], for a similar structure.
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4 P-systems as transition systems (classical P-systems)

This is the classical type of P-systems, originally introeldiin [20]. In this model, each
membrane has an associated set of rules. The objects cah tliemugh membranes
and they may be transformed by the rules (the rules can cogatestroy objects). A
membrane may be dissolved and its objects flood into the peggion, while the rules
vanish.

4.1 Basic transition P-systems A transition P-systepof degreen > 1, is formally
defined by a tuple

II=(0,C pu,wi,..., Wy, R1,..., Rm, o),

where: (1)O is an alphabet obbjects (2) C' C O is the set of catalysts; (3)is a mem-
brane structure (with the membranes bijectively labeleddyral numbers, . .., m);
(4) wy, ..., w,, are multisets ove® associated with the regions. .., m of u, repre-
sented by strings fror®* unique up to permutations; (%), .. ., R,, are finite sets of
rules associated with the membranes. ., m; the rules are of the form

u—7VOru — v
with u € O andv € (O x Tar)*, whereTar = {here,in,out}

(6) i, is the label of the output membrane, an elementary one am i, = 0, indi-
cating that the collecting region is the environment. Whds present in the rule, its
application leads to the dissolution of the membrane anldeg@bolishment of the rules
associated with the membrane just dissolved.

A membrane is denoted by, ],. By convention,,u|;, denotes a membrane with
present in the solution (among other objects). Startingnftbe initial configuration
which consists of: andws, . .., w,,, the system passes from one configuration to an-
other by applying a transition, i.e., the rules from eachf&eth anon-deterministic and
maximally parallelway. A sequence of transitions is calle@é@mputationa computa-
tion is successfuif and only if it halts. With a successful computation onecasstes

a result in the form of the number of objects present in membranm the halting
configuration.

An example is presented in Fig. 3.1(b) — it computes/germsrtte square numbers
(k4 1)%,k > 0. When a rule withy is applied, the corresponding membrane and its
rules are dissolved and its current objects are flooded r@garent region. A typical,
terminating evolution of this system is as follows: It stait membrane 3 (the other
membranes have no objects), then membrane 3 is dissolvati@edolution continues

in membrane 2, and when this is dissolved, the final stageeoéxiecution is in mem-
brane 1 (the skin membrane). In membrane 3, the first two hées a conflict on:
when the 2nd rule is applied, objectas well as membrane 3, disappear; the ruleffor
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is independent and has to be used each time another rulelisgp conclude, when
membrane 3 disappears, we are left with! andf2k+1 objects which are flooded into
membrane 2. In membrane 2, at each cycle filseare divided by 2 and, in parallel,
a copy of eacth (now rewritten ind) is created. Finally one getg + 1)? copies of
objecte when membrane 2 is dissolved, which are passed to membrargthen into
the external environment.

4.2 Basic transition P-systems in K Given a P-systenil, we define a K-system
K(IT), as follows:

e A membrand),S],, wheres is its contents, is represented@s
(5 Dn

The top configuration i§ ( )skin  ( Denwv )T, including a representation of the
objects in the environment.

e The rules inIl are represented as global rulesAr{II), their localization being a
side-effect of membranes name matching. The evolutiorsraite reduced to two
basic rules used in a membralpd;,, and are represented in K as follows:

x u— v, Withu € O%,v € (O x Tar)*, whereTar = {here,in,out}
Foraw € (O x Tar)*, letv be its restriction t@). Next (recall that composi-
tion is commutative), let be written as),v;v,,, Wherev, contains the objects
that remain in the membrang], v; those that enter into internal membranes,
andv, those that leave out the membrane. Then, the associated Kile the
following: for any k£ > 1 andv; = vy ... v, (with nonemptyv;’s) we have a

rule
(w ()

Uh, U1 Uk Vo

+x u — ud (¢ indicates that the membrane is dissolved)

(uz)p —uz

For the first ruleu — v, a second possibility is to perform two steps: meyev, first,
then for all remaining tagged objedts., in) use a matching rul¢ (v,,in) { - ) ).

Uy

The rules for object movement and membrane dissolution neagaonbined. For in-
stance, the rule — @6, with v = v, v;v,, as above but fok = 1,1” may be represented
as

16 Another representation may e & );q S )cer:, if ONe prefers a single cell type. This can also be an
implementation optimization, to avoid structured celldih

17For simplicity, we describe the case= 1 where all objects which enter an internal membrane enter int
the same membrarnie
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(u (W) z)n — vn (wvg)i 2 v,

In this interpretation, first the objects are moved out frii@membrane, then the mem-
brane is dissolved. One can go the other way round, first gptlis the membrane and
then to move the objects out; the K rule is

M 0 sz nb

i 2 vo

=N
@
&7
=

Parallel rewriting in K. The rewriting logic in K extends the one in RWL by allowing
for overlapping rules which overlap on parts that are notngea by these rule (on
“read-only” parts). Such an extension is needed, e.g., Wiverthreads read the store
at the same time.

As an extension of the rewriting mechanism in RWL, the remgiin K allows for the
application of an arbitrary number of rewriting rules in &t However, it does not
constrain the user to use a “maximal parallel” rewritingelilkh the case of P-systems.
Such an option may be handled at the meta-level by seleatiagaropriate strategy for
applying the rules. Actually, there is little evidence thdmaximal parallel” strategy is
presentin the living cells - it is more like a hypothesis tej¢he evolution simpler and
to find results in the theoretical model. We see here anottoariation of the classical
dichotomy between synchronous and asynchronous systeenkatter are more suited
for real applications, while the former are easier to uners.

4.3 Variations of transition P-systems

Object movement. We present a few variations of the object movement rulesdoun
in the literature (and included in the survey [22]), then wesctibe their associated rules
in K.

e (deterministicin) In this variant, one uses:; instead of a simplén to indicate
that an object goes into the internal membrgnks K-translation is

4£ { - Djl"'Q;Djk [)h

Vh U1 Vg Vo
whereuwy,, v;, v, are as above and, . .., v, are the objects im that go into the
internal membranes, . . ., ji, respectively.

e (polarities) One can use classes of membranes with pelsyrisay+/0/—. The
newly created objects may have/0/— polarities as well and those with /—
polarities go into internal membranes with opposite ptilzsj while those with 0
polarity may stay or goes outside. This is a case in betwezaltbve two extreme
alternatives: complete freedom to go in any internal memd@nd precise target
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for each object. It is, therefore, easy to provide in K deifimis for the two cases
above. There are various ways to add algebraic structunediarities. For exam-
ple, one way pair each datum and each membrane label withagtypin the case
of data we write the polarity as a superscript, ead.,or a—, while for the mem-
branes we write it as a superscript of the membrane, e.qg.[)z or{u),.The
membrane polarity may be changed, as well. For example,dorithe that in the
presence of objectsthe polarity is changed from + te one can use the K rule

(u)f — (u), or equivalently, (u});,

e (arbitrary jumps) In this variant, one can directly move dyjeat into any other
membrane. The rule, written &su|, — [»/v]n . To represent this rule in K we use
explicit rules for matching the membranes at different Is\(¢he notation{* *)
means a match in any recurrently included cell, not only én¢birrent one):

x if the membranes are not contained one into the other, then

{ 4*2 D 4*;*%' b
. v
« if the jump is into an enclosed membrane, then

{w - da

. v
x if the jump is into an outside membrane, then

(- e hw

v .
Instances of this rule capture the particular case&fout*, notation used in
P-systems to indicate a movement into an elementary/skinbramne.

Membrane permeability. In the standard setting, a membrane is passive (label 1)
and the specified objects can pass through it. The membranbecdissolved (label

0), as well. One can add impenetrable membranes (label yekhsThe status of the
membranes may be dynamically changed as a side-effect bfiagpeaction rules.

This case is similar to the case of polarities: One can use piaj:) to represent the
membraned and its permeability level. The rules are simple variatiohshe basic
P-systems evolution rules and may be easily handled in K.

Catalysts. The role of catalysts may be viewed in two opposite ways: ithee they
may be seen as a sine-qua-non ingredient for a reactienb to take place; or (2) they
may be seen as a way to control the parallelism, by restgcifree reactiom — b to
the number of occurrences of the catalyst. In a further estten catalysts may move
from a membrane to another, or may change their state (edalystis supposed to
have a finite number of isotopic forms).

Catalysts are just objects, hence the translation in K @égggitforward.
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Rules with priorities. Capturing various control mechanisms on applying the nsles
a matter of strategies. Strategies are commonly held sepaireules in many rewriting
approaches. One important way to restrict the maximal fgisth convention is to
apply the rules according to their priorities. In a strongsien, only the rule with the
highest priority applies; in a weak version, when all pokesdpplications of the highest
priority rule have been resolved, a next rule with less piyds chosen, and so on.

In the current implementation of P-systems over K and Mapderities are handled
at Maude “meta-level” and using the corresponding pricaityorithm to capture a P-
system maximal parallel step. (K has not developed padicsitategies and uses the
strategies inherited from Maude.)

Promoters/inhibitors. The presence of promoters/inhibitors may be seen as addi-
tional context for rules to apply. In the case of promoterseaction rulel — r in
membranéer applies only if the objects in a promoter seare present in the solution
(they should be different from those iy

(Lz),

r

The case of inhibitors is opposite: in the presence of theaibjinz the rule cannot
apply. The case of inhibitors requires a K rule with a sidedibon

(lz) wherez¢ x

r

Complex side condition like the above are handled by meacsrofentional conditional
rewrite rules in our Maude implementation of K.

Border rules. Border rules are particular object evolution rules of thkofeing type
zulvy — au'[;v"y. They allow to test and modify the objects from two neighhgri
regions. Such a rule may be represented in K by

zu{vy)

,U/

5 P-systems as communicating systems (symport/antiport
P-systems)

This type of P-systems was introduced in [19]. In this vari#ime environment is con-
sidered to be an inexhaustible source of objects of any typhe.evolution rules are
called symport/antiport rules and only move the objectsugh the membranes (they
do not create or destroy objects).
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Basic symport/antiport P-systems. A symport/antiport P systerof degreem > 1,
is formally defined by a tuple

M= (V,T,p,wi,...,wn,E,Ry,...,Rn,io),

where: (1)V is an alphabet obbjects (2) T C V is the terminal alphabet; (3)
is a membrane structure (with the membranes bijectivelgleb by natural numbers

1,...,m); (4)wy,...,w, are multisets ove¥ associated with the regions. . ., m of
1, represented by strings from*; (5) £ C V is the set of objects which are supposed
to appear in an arbitrarily large number of copies in the emvnent; (6)R, ..., R,

are finite sets of symport and antiport rules associated théhmembranes, . . . , m:

e asymportrule is of the form, in) or (z, out), wherex € VT, with the meaning
that the objects specified hyenter, respectively exit, the membrane, and

e an antiport rule is of the forn, in; y, out), wherez,y € V+, which means that
x is taken into the membrane region from the surrounding regiad the multiset
y is sent out of the membrane;

(7) i, is the label of the output membrane, an elementary one in

With the symport/antiportrules one can assoc@temotersx, in)|., (z, out)|., (z, out;
y,1in)|,, orinhibitors(x,in)|-., (x, out)|-., (x, out; y, in)|-., wherez is a multiset of
objects — such a rule is applied onlyzifs present, respectively not present.

Starting from thanitial configurationwhich consists ofi andwy, . . . , wy,, F, the sys-
tem passes from one configuration to another by applyingutes from each sek; in
anon-deterministic and maximally paralielay!® A sequence of transitions is called a
computationa computation isuccessfuif and only if it halts. With a successful com-
putation we associaterasult in the form of the number of objects froffi present in
membrané, in the halting configuration.

Example. An example is presented in Fig. 5.2. It describes how synfgatiport P-
systems may simulate counter machines — it is well knowndbanter machines with
at least 2 counters are computationally universal, see [ Tjounter machine uses a
finite number of counters and a program consisting of labstatements. Except for
the begin and halt statements, the other statements peti@following actions: (1)
increase a counter by one, (2) decrease a counter by oné,tes{3 a counter is zero.
For the simulation in Fig. 5.2, one uses an equivalent defimiof counter machines
where the statements are of one of the following two types:

(@) 11 : (add(r),l2,13) (add 1 tor and nondeterministically go t@ or i3)
(b) Iy : (sub(r),ls,13) (if r is not 0, subtract 1 and go tg, else go tds)

18We recall that the environment is supposed inexhaustibEaeh moment all objects frof are available
in any number of copies we need.
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E={al<r<m}U{LU1" 1" 1"l B
for iy : (add(r), lo, l3)
- (Iy, out; ayls,in)

- (Iy, out; ayls,in)
foriy : (sub(r),la,l3):
- (l1, out; 151Y,in)

- (liar, out; 1", in)

- (l’l’,out;l’f’,in)

- (li“l’l”,out;lg,in)

- (11, out; 13, in)
forily : halt:
) -(lp,out)

lo

Fig. 5.2 A “symport/antiport” P system.

The simulation works as follows: The statement to be nextetes is in the (unique)
cell, while the others stay outside. At each step, the ctis&aiement leave the cell
and the one to be next executed goes inside the cell. Duriagpthcess, the counter
associated to the statement goes updated. The processmdypé (b) statement is
slightly more complicate as a trick is to be used to checkefdbunter is zero, see [22].

Basic symport/antiport P-systems in K. The previous representation in K of transi-
tion P-systems and their variations almost completely cotrgs new type of P-systems.
What is not covered is the behavior of the environment. ThelK is actually an equa-
tion

<] € Denv = 4 T Denv €z

Variations of symport/antiport P-systems. Most of the variations used for transition
P-systems can be used here, as well.

6 P-systems with active membranes

The third main class of P-systems brings an important anttitifeature: the possibility
to dynamically change the membrane structure. The memb@areevolve themselves,
either changing their characteristics or getting divided.

6.4 Basic P-systems with active membranesA P-system with active membranes
[21] is formally defined by a tuple
II=(0,H, u,wi,...,wn, R)

where: (1)m > 1 (the initial degree of the system); (2))is the alphabet of objects; (3)
H is afinite set of labels for membranes; {4)s a membrane structure, consistingof
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membranes having initially neutral polarizations, lalbigleot bijectively) with elements
of H; (5) wy, ..., w,, are strings ove®, describing the multisets of objects placed in
them regions ofu; (6) R is a finite set of developmental rules, of the following forms

e (a) object evolution rules: fat € H,e € {+,—,0},a € O,v € O*,

e

[ha — vlj,

(b) “in” communication rules: foh € H,ej,e5 € {+,—,0},a,b € O,

alp 15 — [nb)?

(c) “out” communication rules: foh € H,ey,e2 € {+,—,0},a,b € O,

[naly — w1370

(d) dissolving rules: foh € H,e € {+,—,0},a,b € O,

[nalf, — b

(e) division rules (elementary membranes, only)#at H,el,e2,e3 € {4, —,0},
a,b,ce O
[nalyt — [nb] [ncly’

The objects evolve in the maximally parallel manner, whidele membrane can be
involved in only one rule of types (b)-(e). More preciselysfithe rules of type (a) are
used, and then the other rules.

The label sefd has been specified because it is allowed to change the meerhlsais.
Notice that one uses a dictionary of rules, each labéfinoming with its own set of
rules. For instance, a division rule can be of the more gefema

e (e') general division: fothy, ha, hs € H,e1,e92,e3 € {+,—,0},a,b,c € O
[hla]ill - [th]Zzz [hsc];i

One can consider variations as the possibility of dividingnmbranes in more than two
copies, or even of dividing non-elementary membranes. 8fbeg, in P-systems with
active membranes the membrane structure evolves duringptinputation not only by
decreasing the number of membranes by dissolution, buiradseasing it by division.

6.5 Basic P-systems with active membranes in K Except for membrane division,
P-systems with active membranes are similar to transitimydeems, hence we can
borrow the previous translation in K. However, for the sakelarity, we prefer to give
the K-representation for the full set of rules (a)-(e). A niwame with polarity is denoted
by pairs(h, e) with h € H ande € {+, —,0}.
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e object evolution rulesia — v]§ (h € H,e € {+,—,0},a € O,v € O*)
e “in” communication rulesa[,];! — [1b];2 (h € H,e1,e2 € {+,—,0},a,b€ O)

e “out”communicationrulesi,al;! — [1];?b(h € H,e1,e2 € {+,—,0},a,b € O)
{a)y

e dissolving rules{,al¢ — b (h € H,e € {+,—,0},a,b€ O)

(a z)f—b =

e divisionrules for elementary membran@si|;' — [4b];2[nc];? (h € H,el,e2,e3 €
{+,—,0},a,b,c € O)

(ady — (oD ey’

i N gemmanon i h @
= [ ElolS)
d|V|de im

[iSES) — "D

merge

endocytosys i
ht] hl " ha h2
exocytosys — ()

Fig. 6.3 Membrane handling operations.

dlssolutlon

EE

ﬁ

6.6 Variations of P-systems with active membranes

Membrane creation. This rule isa — [,], i.e., after its application a new mem-
brane is inserted into the system. The rules in the new memelitapend oh and they
are taken from a dictionary. The K rule is

a— (v
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Merging of membranes. This rule is[,z]n[nyln — [ 2]n~, allowing to merge
the contents of two neighboring membranes (the rulegfor], are taken from a
dictionary). The K rule is

(2D (yDa — (2 )nr

Split of membranes. This operation is opposite to merge. Its formatisz];,» —
[na]n[ny]n and the K rule is

(2Dnr =0z )n (ydn

One appealing version is to put into a membrane the objeasgdfen type and in the
other the remaining ones.

Endocytosys and exocytoses.Endocytosys is a rulg,z]x [/ 1ns — [/ [ny]n]n, 1.€.,0i0
one step a membrane and its contents enter into a neighboentprane. The K rule is

Gemmation. One can encapsulate into a new membrane|a, a partu of the so-
lution to be carried to membrarig ;. The new membrang,u|a, travels through
the system, being safe for its contents. By conventionaitdls with the speed of one
membrane per clock cycle following the shortest path towaine destination.

The final result may be described as in the case of generattgbjaps. What is dif-
ferent here is the step-by-step journey@fu]ax. This can be done using the shortest
path fromh’ to & in the tree associated to this membrane syst&fthe details are left
to the reader.

7 Implementation, experiments

The intractability of P-systems with plain objects. While P-systems is a model with
massive parallelism, its huge potential is not fully exggdiby current approaches due
to the lack of object structur®. The illustrating example of computing’ with the P-
system in Fig. 3.1(b) is not a fortunate one. For instancegicesent 999 one needs 999
objects in the membrane and the computation ends up withG2980jects in the final
region; however, during computation an exponential meismaio record the number of
steps is used and in an intermediary soup there are mor@tf&nbjects, significantly

190ne does not consider the complicated case when the degjegsylost into the system due to a reconfig-
uration of the membrane structure.

20 A few P-systems with particular structured objects (ssingpnformons) are presented in [20, 12].
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more than the atoms in the UniverSeThere are other sophisticated representation
mechanisms in cells which may be used to achieve fast arablelcomputations of
interest for cells themselves. As shown below, with strrediobjects we break ground
and achieve fast computations for P-systems with strudtobgects.

A K/Maude implementation. We have developed an application for running P-systems
using our embedding of P-systems in K and the implementafiéhin Maude (Maude
[10] can be downloaded at http://maude.cs.uiuc.edu/).afmdication can be accessed
online at

http://fsl.cs.uiuc.edu/index.php/Special:MaudeStepp eron
line
One can choose the examples in the p-system directory. TpleEajon allows to run
a P-system blindly, or in an interactive way; another opt®to ask for displaying the
transition graph. (The options for interactive running oagh display make sense for
small examples, only.)

Results: structured vs. unstructured objects. We have performed a few experi-
ments, both with plain, unstructured objects and with $tmex ones.

For the former case, we implemented the P-system in FighB.{{\Ve have already
commented on its intractability above.) We run experimentsur server with the fol-
lowing constraints: up to 2 minutes and using no more than MB0of RAM. With
these constraints, we were able to comptitebutonly up ton = 18. The results are
presented in Table 7.3(a).

For the latter case (structured objects) we limited oueslw natural numbers and
run two experiments with P-systems for computing factdiiaiction and for looking
for prime numbers using Eratosthenes sieve. In both casesyere able to run large
experiments: in the first case, we were able to compa®®! (a number with 12149
digits) within the given constraints; in the second cadgrahe numbers less than 1500
where found in no more than 1 minute. The results are colieat&able 7.3(b),(c). The
transition graph for the example with prime numbers up:te= 10 is displayed in
Fig. 7.4.

The P-systems for the last two examples are flat, the compntaging similar to that

used in[-programs. It is possible to describe P-systems with monalbmanes for this

problem and to find the resulting speedup, but this is out efs¢tope of the current
paper.

21The Universe is estimated tox 107 hydrogen atoms, whilg“99 is roughly 1030,
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square|| time(ms)| rewritings | parallel steps|
6 11 2316 13
10 123 20012 21
15 3882 562055 31
18 32294 | 4463244 37
19 failure
(a)
factorial || time(ms)| no rew. | parallel steps
10 0 93 4
100 8 744 7
1000 545 7065 10
3000 6308 21079 12
3500 failure
(b)
primes || time(ms)| norew. | parallel steps
10 1 156 2
100 33 16007 6
1000 19007 | 2250684 14
1500 50208 | 5402600 15
2000 failure
(©)

Table 7.3 Runs for P-systems with and without data structure on object

8 Related and future work, conclusions

A similar approach to membrane computing via rewriting togias developed by Lu-
canu and his collaborators in a series of papers, includ@r§][ The focus in the cited
papers was to use rewriting logic to study the existing Resys, while our approach
is more on exploiting the relationship between P-systendstlae K framework for en-
riching each with the strong features of the other.

K was designed as a framework for defining programming laggaand has powerful
mechanisms to represent programs via its list structures e@bedding of P-systems
in K suggests to include@ontrol nucleusn each membrane. The role of this structure it
to take care of the rules which are to be used in the membraneckus generates a set
of rules for the next (nondeterministic, parallel maximstg@p. When the computation
step is finished the rules are deleted and the nucleus pre@ucew set of rules to be
used in the next computation step, and so on. This way, oseagaiwerful mechanism
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Fig. 7.4 The graph of computing the prime numbers up to 10.
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for controlling the evolution of P-systems, narrowing thieherent nondeterminism and
opening a way to a better understanding of their behavior.

The classical model of P-systems uses a fixed set of rulesifitr membrane, so a sim-
ple nucleus program may be used to generate this set of tdask step. One can think
at multiple possibilities for these nucleus programs — ksao the structured objects,
any program written in a usual programming language may bd.uehe embedding of
P-systems in K described in this paper naturally extendsisontew type of P-systems
and may be used to get a running environment for them.

Bibliography

[1] B. Alberts, D. Bray, J. Lewis, M. Raff, K. Roberts, and J\Watson:Molecular
Biology of the Cell 3rd ed. Garland Publishing, New York, 1994.
[2] O. Andrei, G. Ciobanu, and D. Lucanu: Structural Operaéil Semantics of P Sys-
tems. In:Proc. Workshop on Membrane Computing 2008CS 3850, Springer

3]

[4]

[5]

2006, 31-48.

O. Andrei, G. Ciobanu, and D. Lucanu: Expressing Conttechanisms of Mem-
branes by Rewriting Strategies. IRroc. Workshop on Membrane Computing

2006 LNCS 4361, Springer 2006: 154-169

O. Andrei, G. Ciobanu, and D. Lucanu: Operational Seficanand Rewriting
Logic in Membrane Computing=lectr. Notes Theor. Comput. Sdi56 (2006),

57-78.

O. Andrei, G. Ciobanu, and D. Lucanu: A rewriting logicafmework for op-
erational semantics of membrane systemBeoretical Computer Scienc873

(2007), 163-181.

[6] J.-P. Banatre, A. Coutant, and D. Le Metayer: A Parallediine for Multiset
Transformation and Its Programming Styfeiture Generation Computer Systems

4 (1988), 133-144.




Defining and Executing P-systems with Structured Data in K 425

[7] G. Berry and G. Boudol: The Chemical Abstract Machi@eoretical Computer
Science96 (1992), 217-248.

[8] L. Cardelli: Brane Calculi. InProc. Computational Methods in Systems Biolpgy
LNCS 3082, Springer 2005, 257-278.

[9] G. Ciobanu, G. Paun, G. Stefanescu: P Transdud&w. Generation Computing
24 (2006), 1-28.

[10] M. Clavel, F. Duran, S. Eker, P. Lincoln, N. Marti-Oljet. Meseguer, and J. F.
Quesada: Maude: specification and programming in rewritgic. Theoretical
Computer Scienc85 (2002), 187—-243.

[11] M. Davis, R. Sigal, and E.J. Weyuk&omputability, Complexity, and Languages
Second Edition: Fundamentals of Theoretical ComputerrfseieMorgan Kauf-
mann, 1994.

[12] P. Frisco. The Conformon-P System: A Molecular and B8&llogy-Inspired Com-
putability Model. Theoretical Computer Scienc&l2 (2004), 295-319.

[13] M. Hills and G. Rosu: KOOL: An Application of Rewritingdgic to Language
Prototyping and Analysis. InProc. RTA 2007LNCS 4533 Springer 2007, 246—
256.

[14] M. Hills, T. Serbanuta, and G. Rosu: A Rewrite FramewfmkLanguage Defi-
nitions and for Generation of Efficient InterpreteBectr. Notes Theor. Comput.
Scij, 176, 4 (2007), 215-231.

[15] J. Meseguer: Conditioned Rewriting Logic as a Unitedddioof Concurrency.
Theoretical Computer Sciené@ (1992), 73-155.

[16] P. Meredith, M. Hills, and G. RosWA K Definition of SchemeTechnical report
UIUCDCS-R-2007-2907, October 2007.

[17] R. Milner: A Theory of Type Polymorphism in Programminy Computer System
Scienced7(3) (1978), 348-375

[18] R. Milner: Communication and concurrendyrentice-Hall, 1989.

[19] A.Paunand G. Paun: The power of communication: P-gystgith symport/antiport.
New Generation Computing@0 (2002), 295-306.

[20] G. Paun: Computing with membrandsurnal of Computer and System Sciences
61 (2000), 108-143.

[21] G. Paun: P Systems with Active Membranes: Attacking Gtiplete Problems.
Journal of Automata, Languages and Combinatp6¢2001), 75-90.

[22] G. Paunintroduction to Membrane Computing2th Estonian Winter School in
Computer Science, 2007.

[23] G. Rosu:K: A Rewriting-Based Framework for Computations — Preliamyver-
sion. Technical Report UIUCDCS-R-2007-2926, Department of CotapSci-
ence, University of lllinois, 2007. Previous versions psitiéd as technical reports
UIUCDCS-R-2006-2802 in 2006, UIUCDCS-R-2005-2672 in 20R5vas first
introduced in the context of Maude in Fall 2003 as part of gpamming language
design course (report UIUCDCS-R-2003-28%)p://fsl.cs.uiuc.edu/k

[24] URL: The Web Page of Membrane Computing: http:/pppsgstems.eu/






Translating Multiset Tree Automata into P Systems

José M. Sempere

Universidad Politécnica de Valencia,

Departamento de Sistemas Informaticos y Computacion,
Camino de Vera s/n. 46022 Valencia, Spain
jsempere@dsic.upv.es

In this work we propose a translation scheme to obtain P systeith mem-
brane creation and division rules from transitions of Maéti Tree Automata
(MTA).

1 Introduction

The relation between membrane structures and MultisetAueemata (MTA) has been
explored in previous works. So, in [11] we introduced theriat model of Multiset Tree
Automata, and in [6] this model was used to calculate ediistances between mem-
brane structures. A method to infer multiset tree autonrata inembrane observations
was presented in [12], while in [13] different families of mbrane structures were
characterized by using multiset tree automata.

In this work we propose a translation scheme to obtain mengaes from MTA tran-
sitions. The advantages of this approach are clear so wengalarnent a computer tool
to automatically obtain membrane rules (i.e. simple P sysjdrom a set of trees that
model the desired behavior of the membrane structures dicgpto [12]. The structure
of this work is the following: first we give basic definitionad notation for tree lan-
guages, P systems and multiset tree automata. Then, wesgrepanslation scheme
to obtain membrane rules from MTA transitions. We analyzedbrrectness and effi-
ciency of the proposed scheme. In the last section, we giveeguidelines for future
research.

2 Notation and definitions

In the sequel we provide some concepts from formal languagery, membrane sys-
tems and multiset processing. We suggest the books [10n@]2] to the reader.

Multisets. First, we provide some definitions from multiset theory agased in [14].
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Let D be a set. A multiset over D is a pdib, f) wheref : D — N is a function.
Suppose thatl = (D, f) and B = (D, g) are two multisets, then the substraction of
multisetB from A, denoted byA & B, is the multiseC' = (D, h) where for alla € D
h(a) = maz(f(a) — g(a),0). The sum ofdA and B is the multisetC' = (D, h), where
foralla € D h(a) = f(a)+ g(a), denoted byd & B. We say thatd is emptyif for all

a € D, f(a) =0,andA = B ifthe multiset(A © B) ® (B & A) is empty.

The size of a multised! is the number of elements that it contains and it is denoted
by |M| (observe that we take into account the multiplicities ofrgvelement). We
are specially interested in the class of multisets that welrunded multisetsThey

are multisets that hold the property that the sum of all tleeneints is bounded by a
constant. Formally, we denote byM,, (D) the set of all multiset$D, f) such that

> acp f(a) = n (observe that, in this cas@), f) should be finite).

A concept that is quite useful to work with sets and multisethe Parikh mapping
Formally, a Parikh mapping can be viewed as the applicatiorD* — N"™ whereD =
{d1,da, -+ ,d,}. Given an element € D* we define¥ (z) = (#a4, (x), - , #a, (x))
where#,, (x) denotes the number of occurrenceslpin z, 1 < j < n. Finally, in the
following, we work with strings representing multisets., #te multiset represented by
x is the multiset with elements that appeariand multiplicities according t@ (x).

P systems. We introduce basic concepts from membrane systems taken[8Db A
transitionP system of degree: is a construct

Im= (‘/7T7 Cmuawla' o 7wm7(R1,p1)7" : ,(Rm,pm),io),

where:

V' is an alphabet (thebjects,

T C V (theoutput alphabét

e CCV,CNT =0 (thecatalysty,

1 is a membrane structure consisting@fmembranes,

e w;, 1 <i < m,isastring representing a multiset ovéassociated with the region
(2

e R;, 1 <1 < m,is afinite set ofevolution rulesover V' associated with théh

region andp; is a partial order relation oveR; specifying apriority.

An evolution rule is a paifu, v) (or u — v) whereu is a string ovel andv = v’

orv = v’d wherev’ is a string over

{aherey Aouty ainj |a S V, 1 S j S m}

andd is a symbol not i/ that defines thenembrane dissolving actioRrom now
on, we denote the sétr by {here, out,ing |1 < k < m},
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e ijis a number between 1 amd and it specifies theutputmembrane ofI (in the
case that it equals tso the output is read outside the system).

The language generated bByin external modei, = oo) is denoted by (IT) and it is
defined as the set of strings that can be defined by colledtmgbjects that leave the
system by arranging them in the leaving order (if severagctsjleave the system at the
same time then permutations are allowed). The set of vecimbers that represent the
objects in the output membraigis denoted byV (IT). Obviously, both set&,(IT) and
N(II) are defined only fohalting computations

Many kinds of rules have been proposed in P systems for orgadivision and mod-
ification of membrane structures. There have been sevendsino which these rules
have been proposed or employed for different purposesf@eexample, [1, 7-9]).

In the following, we enumerate two kinds of rules which aréeab modify the mem-
brane structure, according to [1]

1. Division: [aln — [n[n,01)n, [he@2]hs - - - [n,@p]n,]n- The objecta in regionh is
transformed into objecta;, as,- - - ,a,. Then,p new regions are created inside
h with labelsh;, ho, - - -, hy, and the new objects are communicated to the new
regions. This rule is a generalization of the 2-divisiorerpfoposed in different
works such as [1].

2. Creation:a — [,b]n. A new region is created with labél and the object: is
transformed into object which is communicated to the new region.

The power of P systems with the previous operations and athes (e.g.exocytosis,
endocytosisetc.) has been widely studied in the membrane computirey &een that

the previous operations can modify the membrane structiumePosystenil during the
computation, we denote byr(II) the set of membrane structures (trees) that eventually
are hold bylI during its computation. Observe that this definition wasdusg Freund

et al.[4], in order to define tree languages generatedlbgystems. In such case, only
the membrane structures obtained after halting were ceresid

Tree automata and tree languages. Now, we introduce some concepts from tree lan-
guages and automata as exposed in [3, 5]. First,lahked alphabelbe the association
of an alphabeVl’ together with a finite relation in V' x N. We denote by, the subset
{oc € V|(o,n) € r}. We denote bynazarity(V') the maximum integek such that
Vi # 0.

The setV’” of trees ovel/, is defined inductively as follows:

a € VT foreverya € 1}
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o(ty,...,tn) € VT whenevew €V, andty,...,t, € VT, (n > 0)

and let aree languageverV be defined as a subsetéf .

Given the tupld = (1,2, ..., k) we denote the set of permutationd dfy perm(l). Let
t = o(ty,...,t,) be atree ovel’’. We denote the set of permutationstat first level
by permq (t). Formally,permy (t) = {o(ti,, ..., i) | (i1, 42, ... in) € perm((1,2,

)}

Let N* be the set of finite strings of natural numbers formed by usliegcatenation as
the composition rule and the empty wokdas the identity. Let the prefix relatiod in
N* be defined by the condition that< v if and only if u - w = v for somew € N*
(u,v € N*). A finite subsetD of N* is called atree domairif:

u < v wherev € D impliesu € D, and
u-1€ Dwheneven - j € D (1<i<j)

Each tree domai could be seen as an unlabeled tree whose nodes correspdmad to t
elements ofD where the hierarchy relation is the prefix order. Thus, eestitoverV/

can be seen as an applicationD — V. The setD is called thedomain of the tree,

and denoted byom(t). The elements of the tree domalomn.(¢) are calledositionsor
nodesof the treet. We denote by(x) the label of a given node in dom(t).

Definition 1 Adeterministic finite tree automatadefined by the tuplé = (Q,V, 9, F)
where(Q is a finite set of stated; is a ranked alphabet witn as the maximum integer
in the relationr, @ NV = 0; I C Q is the set of final states and= | J,.,, .4 d: is a
set of transitions defined as follows:

0t (Vo x (QUV)") — @Q n=1,...,m
do(a) =a Ya € W

Given the statg € @, we define thencestorsf the state;, denoted byAnt(q), as the
set of strings

Ant(Q) = {Pl"'Pn |pi S QU Vo /\5n(UaP1,~-~,Pn) = (]}

From now on, we refer to deterministic finite tree automatapdy astree automata
We suggest [3, 5] for other definitions on tree automata.
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The transition function is extended to a functioh: V7 — QUVj, on trees as follows:

d(a) = aforanya € Vp
3(t) = 0n(0,0(t1),...,0(tn)) fOrt = o(ty,...,tn) (n>0)

Note that the symbal denotes both the set of transition functions of the automatml
the extension of these functions to operate on trees. Irtiaddiyou can observe that
the tree automatoA cannot accept any tree of depth zero.

Multiset tree automata and mirrored trees. We extend some definitions of tree au-
tomata and tree languages over multisets. We introducedheept of multiset tree
automaton and then we characterize the set of trees thatepes

Given any tree automatoth = (Q, V, 4, F') andd,, (o, p1, p2, - - -, pn) € , We Can asso-
ciate tod,, the multisef QUVy, f) € M,,(QUVy) wheref is defined byl (p1ps . . . pr).

The multiset defined in such way is denoted ki (6,,). Alternatively, we can de-
fine M\I;((Sn) aSMq;(pl) D Mq;(pg) D --- D M\I;(pn,) whereVl < ¢ <n Mq;(pz) S
M1(Q U V). Observe that if, (o, p1,p2, - -, pn) € 6, 8,(0, 0,05, ...,p,) € d and

My (6,) = My(8],) thend,, andd!, are defined over the same set of states and symbols
but in different order (that is the multiset induced &y, po, - - - , p,) equals the one

induced by(p! p, ... p")).

Now, we can define enultiset tree automatothat performs a bottom-up parsing as in
the tree automaton case.

Definition 2 A multiset tree automatos defined by the tupl&/ A = (Q, V, 4,
F), whereQ is a finite set of stated/ is a ranked alphabet witmazarity(V) = n,
QNV =0, F C Qis aset of final states antlis a set of transitions defined as follows:

0i: (Vi x My(QU V) — P(M1(Q)) i=1,...,n
do(a) = Myg(a) € M1(QUVp) Va € Vy

We can observe that every tree automatbdefines a multiset tree automatdhA as
follows
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Definition 3 Let A = (Q,V, 4, F) be a tree automaton. The multiset tree automaton
induced byA is defined by the tupld/ A = (Q,V, ¢, F) where eachy’ is defined as
follows: My (r) € 6, (o, M) if 6,,(0, p1,D2, ..., D) = 7 aNd My(d,,) = M.

Observe that, in the general case, the multiset tree automatuced byA is non
deterministic.

As in the case of tree automatd,could also be extended to operate on trees. Here, the
automaton carries out a bottom-up parsing where the tupksies and/or symbols are
transformed by using the Parikh mappifigo obtain the multisets iM,,(Q U V}). If

the analysis is completed antireturns a multiset with at least one final state, the input
tree is accepted. Sé, can be extended as follows

8'(a) = Mg/(a) foranya € Vo
§'(t) ={M €6, (o, M1 @ --- @ M) | M; € §'(t;)1 <i <n}
fort = o(t1,...,tn) (n>0)

Formally, every multiset tree automatdn A accepts the following language

L(MA) = {t e VT |My(q) € §'(t),q € F}

Another extension which can be useful is the one relatedd@titestors of every state.
So, we definednty (¢) = {M | My (q) € 0n (0, M)}.

The following two results formally relate tree automata amaltiset tree automata.

Theorem 1 (Sempere and @pez, [11]) LetA = (Q,V,0, F) be a tree automaton,
MA=(Q,V,d, F)bethe multiset tree automaton inducedbgndt = o (1, ...,t,) €
VT f §(t) = gthenMy(q) € §'(t).

Corollary 1 (Sempere anddpez, [11]) Letd = (Q, V, d, F') be a tree automaton and
MA = (Q,V,¢, F) be the multiset tree automaton inducedAylf ¢ € L(A) then
te L(MA).

We introduce the concept afirroringin tree structures as exposed in [11]. Informally
speaking, two trees are related by mirroring if some pertiara at the structural level
hold. We propose a definition that relates all the trees wihirroring property.
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Definition 4 Lett ands be two trees fronv 7. We say that ands are mirror equivalent
denoted by x s, if one of the following conditions holds:

l.it=s=a€el)

2. t € permq(s)

3.t=0(ty,...,tn), s =0c(s1,...,5,) and there existgs', s?, ..., s*)
€ perm((s1, 82, ..., 5p)) such that/l <i < n t; < s

Theorem 2 (Sempere and @pez, [11]) LetA = (Q,V, 0, F) be a tree automaton,
t=o(t,...,ty) € VT ands = o(s1,...,5,) € VI.LetMA = (Q,V, &, F) be the
multiset tree automaton induced By If ¢ > s thend’(t) = §'(s).

Corollary 2 (Sempere and @pez, [11]) LetA = (Q, V.4, F) be a tree automaton,
MA = (Q,V,§,F) the multiset tree automaton induced Hyandt € V7. If t
L(MA) then, for anys € VT such thatt i s, s € L(M A).

3 From MTA transitions to membrane rules

In this section, we propose a translation scheme to obtaystms from MTA. The
relation between the input and the output of the scheme iweth@t the end of this
section. In addition, we show that the obtained P systemrgesemembrane structures
which can be represented by trees that the input MTA accejss, we provide a couple
of examples that give some intuition in the scheme that wpgse later.

Example 1 Consider the multiset tree automaton with transitions:

6(0, aa)= q1
6(0,a)=q>
§(0,aq2)= g2
do,quq1)=q
d(o,aq2q1)=q3 € F

Then, the following P system is able to produce, during déffié computations, a set
of membrane structures such that the set of trees inducekdmy &re the set of trees
accepted by the MTA.

= ({a’7 b}’ {a’7 b}a @7 []q3a b7 (Z)a @7 (nga @)7 (qu ) @)7 (qu s @), OO), where

Ryy = {b— agb]g,[g:0lg1 }



434 Translating Multiset Tree Automata into P Systems

Rflz = {b - a[(hb]qz;b - a}’ and

Ry, ={b— aa;b — [4,b]g, (g, 0lg, }

Observe that we have made a top-down design, in which welstamalyzing the final

states (in this casg;) and then we obtain the ancestors of every state accordittgwi
by using membrane creation and membrane division.

Let us see the following example, where the number of fina¢stis greater than one.

Example 2 Let us take the MTA defined by the following transitions

0(o,aa)=q1 € F (2)
5(0,bb)= gs € F @)
0(0,q2q2)=q2 € F (3)
S(o,qiq1)=q € F 4)
§(o,q2q1)=qz € F %)

The following P system is associated to the previous MTA.edirsthat we have added
a superscript to every membrane rule according to every Maadition.

II = ({a,b,c},{a,b,c},0,[l0,¢,0,0,0, (Ro,0), (Ry,,0), (R, ,0),c0), where

Ro= {c— aa(l); c— bb@)? c— [qzc]qz [qQC]g‘;);c - [(Ilc](Il [(Ilc]

¢ = [eClaalan el }
Ry = {e— 03— [ndla 1<3>}

Rq, {e— aa(l) c— [fn ](Il [(11 ] }

(4).

q1 >

We propose Algorithm 1 as a translation scheme from MTA tog®esyis. The main step
of the proposed algorithm, is step 5 which uses a transfoomat. over My (5). We
formally define the transformatiop, as follows:p.(p1 - - - pr) = ©c(p1) - - Pe(Pr),
where

oe(p) = P if pi € Xo
o [P7C]P7 if p; €Q

Now, we can formally prove the correctness of the proposgdriahm through the
following result.
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Algorithm 1 A translation scheme from MTA to P systems.
Input: AMTA A= (Q,%,6,F)
Output: A P systemlIl = (V. T, 0,[lo,¢,0,--- .0, (Ro,p0), -+, (Rm, pm), i0) sSuch
thatstr(I1) = L(A)
Method:
1. V=T=%pU{c}suchthat ¢ %,
2. m=|Q|
3.pi=00<i<]Q|
4 Ri=00<i<1Q|
5. For every transition i such that (o, p1 - - - pi) = ¢;
If q; € F
then Add to R, the rulec — p.(p1 - pk)
Add to R; the rulec — p.(p1 - - - pi)
6. Return(II)

EndMethod.

Proposition 1 Algorithm 1 obtains a P systeii from the input MTAA such that
str(IT) = L(A).

Proof The key step in the proposed algorithm is step 5. Observétibatep 5, ensures
that if (o, p1 - - - pr) = g; then the regiok; holds a rule such that for every statge
in the ancestors of;, according to the transition, a new regigyc|,, is created. On
the other hand, every symbele p; - - - p;, is created in regiol?;. So, if the structure
o(p1 - - - pk) (or any mirrored one) is reduced to the statén the MTA A, the structure
pc(p1---pr) is created in the P systefhinside the regiorR;. In addition, ifg; € F'
then all the (mirrored) trees reduceddpare accepted byl, so this is the reason why
all these structures are inside the skin regitin

On the other hand, observe that the unique object which @atenew membranesds
which does not belong t&. We have introducedbecause the rest of symbols are just
leaves in the trees accepted By So, once any of the leaves appears, it remains in the
region as a an object that cannot evolve anymore. Finakyotijects: disappear when

all the leaves of the trees are created.

d

Another aspect that we take under our consideration is thha@eafcy of the proposed
algorithm. We analyze its complexity time through the fallog result.

Proposition 2 Algorithm 1 runs in polynomial time with respect to the sizéhe input
MTA A.
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Proof Again, the main step of the proposed algorithm is step 5. Heeemake as
many operations as the numberdatransitions. For every transition, we must evaluate
the transformatiog,. which is quadratic with the size of the ancestors of evergstiad
the union of|Q| andXy. This holds a quadratic running time for Algorithm 1. O

4 Conclusions and future work

In this work we have proposed a full translation scheme fromAMo P systems. The
proposed algorithm correctly and efficiently performs ttanslation task. This scheme
gives a formal proof for the relation between the structyreserated by the P system
with membrane creation and membrane division and the treespted by MTA. This
result was pointed out in previous works such as [6,11-13].

Actually, we are developing a computer tool that holds tfeppsed translation scheme.
This tool will help to analyze the membrane dynamics in Paystby using the results
proposed in [12]. Furthermore, we will be able to propos@ahP systems based only
in the membrane structures we want to generate which willlveeleed later with the
corresponding evolution and communication rules.

On the other hand, a topic which has been investigated inqusworks is the relation-
ship between MTA and P systems. We can study in depth sometaggehe P systems
by only observing the membrane dynamics. This study can biewed by characteriz-
ing different MTA classes as was proposed in [13]. We third thie must keep on this
research in order to get a complex picture of different Paystand their relations by
using only MTA.
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We have proposed a deterministic approach for simulatirgnital reactions,
the Deterministic Abstract Rewriting Systems on Multis@8RMS. DARMS

is an approximate procedure of an exact stochastic methsidhoflating chem-
ical reactions. DARMS is not a stochastic method but a detestic method,
where reactions rules are applied in maximally parallelu§®DARMS has
good accordance with conventional P Systems with acceplast of chemical
accuracy. We have composed a simulation method for theioeadiffusion-

convection model of chemical reactions by synthesizing DFRand the Lat-
tice Boltzmann Method (LBM); LBM is a discrete expressiontioé Navier-
Stokes Equation.

1 Introduction

DARMS, a variant of conventional P System with chemical agcy. There are two
formalisms for simulating spatially homogeneous chemgyatem; the deterministic
approach by a set of differential equations and the stoh@gproach based on a single
differential equation. The stochastic approach has a fiphgsical basis, which is based
on the master equation than the deterministic approachhbuthaster equation is often
mathematically intractable. Thus there have proposed hodeb make exact numerical
calculations within the framework of the stochastic foratidn, such as the Gillespie
method, without having to deal with the master equationadiyeHowever such method
requires large amount of system time on simulation. And irnyBt&ns, for simulating
(bio)chemical systems, the MP system has been known [13[8pvel method that
we propose is Deterministic Abstract Rewriting System oritidets (DARMS), which
is a deterministic approach based on an approximate proe@dwan exact stochastic
method. DARMS can produce significant gains in simulatioeespwith acceptable
losses in accuracy and since reaction rules are applieduieistically (not stochastic)
and maximally parallel so it has good accordance with cotiweal P Systems [16]
with acceptable loss of chemical accuracy.
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Reaction-Diffusion-Convection modelRecently, reaction-diffusion-convection (RDC)
phenomenon, RDC in a nonequilibrium chemical reaction teen observed with in-
terest by reseachers. For example, the Belousov-Zhakitieaction (BZ reaction) is

a typical nonequilibrium chemical reaction but also the RE#D be observed. In order
to understand nonequilibrium phenomena, it is importaniriderstand the reaction-
diffusion-convection phenomenon, however in order to nitite RDC, we have to in-
tegrate the reaction-diffusion equation and the Naviek&s equation and it is not easy
to simulate and analyze. Thus in order to model the RDC, wegiate the DARMS
and the Lattice Boltzmann Method, LBM. LBM is a discrete eegwmion of the Navier-
Stokes equation.

2 Abstract Rewriting System on Multisets, ARMS

An ARMS [17] is a construct’ = (A, w, R), whereA is an alphabety is a multiset
present in the initial configuration of the system, aRds the set of multiset rewriting
rules.

Let A be analphabefa finite set of abstract symbols). Aultisetover A is a mapping
M : A — N, whereN is the set of natural numbers; 0, 1, 2,.... For eaghe A,
M (a;) is themultiplicity of a; in M, we also denoté/ (a;) as|a;].

We denote byd# the set of all multisets ovet, with the empty multiset), defined by
0(a) =0foralla € A.

A multisetM : A — N, for A = {as,...,a,} is represented by the state vector
w = (M(a1),M(az),...,M(ay,)), w. The union of two multisetd/;, M : A — N

is the addition of vectors); andw- that represent the multiseld;, M5, respectively.

If Mi(a) < Mz(a) forall a € A, then we say that multisét/; is included in multiset
M and we writeM; C M.

A reaction rule over A can be defined as a couple of multisétsu), with s, u € A%,

A set of reaction rules is expressed Bs A rule r = (s,u) is also represented as
r = s — u. Given a multises C, the application of a rule = s — u to the multiset
w produces a multiset’ such thatv’ = w — s + u. Note thats andu can also be zero
vector (empty).

Thereaction vectar;; denotes the change of the numbenpmolecules produced by
one reaction of rule;.

2.1 ARMS with chemical kinetics We modify the ARMS [21] [20] for modeling
chemical kinetics and this enables us to use experimerdhbtigined reaction rates di-
rectly, similar to the derivation of the Gillespie’s-leap method” [10].
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In order to handle experimental data, we employ multisetl véial multiplicities; such
a multisetX : A — R for A = {a4,...,a,} is represented by the state vector
(X(a1), X (a2),...,X(ay)). X(a;) denotes the molar concentration of spegie

Let us assume that there aké > 1 molecular specie$ay, ..., a,},a; € A thatinter-
act through reaction ruleR = {ry,...,r,}. As the time evolution ok unfolds from
a certain initial state, let us suppose the state transafathe system to be recorded
by marking on a time axis the successive instanis,,... as X (¢;) (j = 1,2,...).
We specify the dynamical state &ft) = (X (a1(t), X (az(t)), ..., X(an(t))), where
X (a;(t)) is the molar concentration af; specie at time, t € R.

Chemical kinetics. We assume that all chemical reactions take place in a wekdt
reactor; this assumption is required due to the strong digrase of the reaction rate on
the concentration of the reagent species. We define theidumgt, called thepropensity
functionfor r; € R by

fi(@) = cjhy, (51)

wherec; denotes the average probability that a particular comizinaif r; reactant
molecules will react in the next infinitesimal time intervéland?; is the number of
possible combinations of the species-pin dt.

f;x(t)dt means that the probability that reactienwill occur in the next infinitesimal
time interval[t, t + dt), (j =1,...,m).

The time evolution ok(¢) is a jump Markov process [12] on th€-dimensional non-
negative lattice. In this case, an ARMS hagiacroscopically infinitesimal time scale
A, where reaction rules can be applied several times simemtasly, yet since the sto-
ichiometrical change of the state duridygis small enough, none of the propensity
functions change appreciably.

The parameteA corresponds ta (small time interval) in the Gillespie’s method [10]
and it satisfies théeap Conditiorgiven below; an amoumh that spans aery large
number of applying every reaction rulssll satisfies the Leap Condition.

Leap ConditionWe requireA to be small enough that the change in the state during
[t,t + A] will be so small that no propensity function will suffer anpagciable (i.e.,
macroscopically noninfinitesimal) change in its value.

We also assume that the number of applications of each osattie inA obeys

(P(f;(x),A) = f;(x)A>1(Vj=1,...m), (52)

whereP(f;(x), A) is thePoissomandom variables is the number of reactions that occur
in A.
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Here, let us consider the probability functi@qh defined byQ(z1, ..., zk| A, x, t), which
means the probability, giveK(t) = x, that in the time intervalt,t 4 ) exactly z;

times of rule applications or; will occur, for eachj = 1,...,m. Qis evidently the
joint probability density function of thé/ integer random variableg; (A, x, t) means
the number of times, giveX(t) =x, that reaction rule-; will apply in the time interval
[t,t+A)(=1,..,m).

If the equation (52) is satisfied, theoissorrandom numbers will be practically indis-
tinguishable fromnormalrandom numbers, which are uncorrelated statistically inde
pendent normal random variables with mean 0 and variance 1.

Then the jump Markov process can be approximated bytimginuoudviarkov process
defined by the standard form ohemical Langevin equatiqCLE).

M=) i =) fivii= Z[fj(X)A + (5 () A) 2yl
j=1 j=1

j=1
= vifiRA Y v f7 (x)n A%, (53)
=1 =1

wheren; is temporally uncorrelated statistically independentmalirandom variables.
SinceZ;(A,x,t) = P(f;(x,4)), itis equal tof;(x)A, by the equation (52).

In casef;(x)A — oo, (52) implies that in the parf;(x)A + (f;j(xA)2n; of the
equation (53) the second term becomes negligibly small eoetjto the first term and
Ai in the limit (f;(x)A — o), because

= vifi(x)A. (54)

This is the Euler formula (piecewise linear approximatitar)numerically solving the
RRE. It shows how to derive the continuous and determini&RE of traditional chem-
ical kinetics from the stochastic method. Singef;(x) represents the stoichiometric
change in the next infinitesimal time, it can be regarded agéhction rate of;, v;,
and we obtain:

)\i = Z Vjifj(X)A = Z Vj (X)A (55)
j=1 j=1
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In the Gillespier leap method, the number of applications of each rule withigiran-
domly generated according to tiissoror Normaldistribution and\; is calculated.

In the ARMS, ), is calculated by using the reaction rate given by the equd8). As
in the numerically solving an ordinary differential equoatiof the formd X /dt = f(X)
by the Euler method, a leap down the stepwise time axi& lagcording taX (t + A) =
X (t) + f(X(t))A will produce errors whenever the functiginchanges during thak
increment.

It is well-known that the second-order Runge-Kutta procedan reduce these errors;
use the simple Euler method to estimate the “midpoint” vau& during A, and then
calculate the actual increment.n by evaluating the slope functighat that estimated
midpoint. The midpoint value can be obtained from the exgestate changg asx

+ % In the Gillespie’st leap method, this procedure is used and it shows that this
procedure can reduce numerical errors [10].

2.2 Algorithm of DARMS In Deterministic Abstract Rewriting System on multi-
sets (DARMS), reaction rules are applied in maximally patand deterministic way.
Hence, the DARMS accommodates P Systems, while it has bauwkdrin theoretical
chemistry [20].

Step @Initialization). The timet is set to 0 and the set of vectdrs= (01, da, ..., 0n)
(j = 1,2,...,m), expressing the stoichiometric change of each speciesiisdized.
Then all inputs of the system are assigned to their respectiviables,

X(a1), X (a2),..., X (an) are set to the initial quantities of species;
e ki,..., k., t0o setm rate constants corresponding to thereactions;
tstop tO the ending instant of simulation;

set the value of\;

Step 1Calculation of state change vectag). According to reaction rules, stoichio-
metric change of each specigis calculated as well as the state change vectpr=
(A1, A2, ..., A ) is calculated, wherg; = 377, vjiv;x(1)A.

Step 2System update and branching). The quantity of each spawctiss updated, by
usingA; andA:

x(t (t—A)+ Ar_a,

+ A.

~-~ ~—
Il
- X
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If t > tqo0p Or if there are no reactions left in the reactor, the simolais stopped and
the results are sent to the output stream. Otherwise, théafion returns tcStep 1

In order to simulate pattern formation, we compose cellalatomata by using the
DARMS and call it Cellular Automata of Abstract Rewriting Sgm on Multisets
(CARMS) [20]. As for the calculation of diffusion, we use a@mtional explicit scheme
of difference method to solve patrtial differential equatif diffusion and for the cal-
culation of convection, we use the Lattice Boltzmann Metfdd.

2.3 Lattice Boltzmann Method (LBM) The lattice Boltzmann equation (LBE) method
is emerging as a physically accurate and computationadilgi tool for simulating
laminar and turbulent flows. On the theoretical front, rigjeg mathematical proof now
exists demonstrating that the lattice Boltzmann method\{).B& a special finite differ-
ence scheme of the Boltzmann equation that governs all flovesf{the Navier-Stokes
equation also has its basis in the Boltzmann equation).

The basic LBE for a single-component medium consists of tasidsteps: collision
and advection. The particle distribution function is thafized locally through collision
processes and advection to the closest neighboring sitesoaccording to a small set
of discrete particle velocities. The LBE proposed here ésléttice Boltzmann scheme
with BGK approximation [2];

N (X 4 eads, t 4 6) = na(x,t) — 1 [na(x,t) — nl? (x,1)] (56)
T

wheren,, is the number density distribution function with discretdocity e, ni? is
the equilibrium distribution function and is the relaxation time (towards equilibrium)
which determines the viscosity. The time-step siz& jsvhich is the time taken for the
advection process to be completed. For the sake of simpligthout losing general-
ity, we adopt the nine-velocity model. Then the equilibrigdistribution function for
isothermal field is given as

. 1 1 2 2
(D = won[l + 2(6“ u) x 2_;1(@& T —y (57)

in which the discrete particle velocities and the weighting factar,, (o« =0,1,2; - -,8)
are

(0,0) a=0
ea =3 (cosl[(a — 1) /2]), sin[(a — 1)7/2] a=1,2,3,4 (58)
(cos[(a — 4)m/4]), sin[(a — 5)w/2 + 7/4] o = 5,6,7,8

and
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4/9 a=0
ea=141/9 a=1,234 (59)
1/36 a = 5,6,7,8

respectively. The sound speedus = 1/v/3(0./6;) with §,. being the lattice constant
of the underlying square lattice. The macroscopic quastisuch as particle density n,
mass density ?? and mass velogitgre given by

"= (60)
p=mn (61)
pu=m Z NaCa (62)

wherem is the molecular weight (for more detail of the LBM, refer [1L1

3 Lattice Boltzman Equations for Reaction flow

In a reacting flow, the state of the fluid at any given point iac@and time can be
completely specified in terms of fluid velocity, compositieector (either in terms of
mass fraction or concentration). We will need to develodtBE for all these variables.
For generating a background flow, the conventional LBM sigipss of collision (relax-

ation) and streaming (convection) are used. However foctimeentration fields, there
is an extra sub-step between collision and streaming ®ps$b account for reaction-
diffusion and convection. This is identical to the timeitjplg approach used in contin-
uum methods for chemically reacting flows.

The background flow-field is obtained using the followingsiéfor partial pressure

1
Pa(X + et +1) = pa(x,t) — —[pa(x,t) — pled b)) (63)
Tp
where 0 5
ple? = wop[l + 3(eq - u) + §(ea ‘u)? — §u2] (64)

The total pressurg(= pc?) and the fluid velocity are calculated using
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P=) Pa (65)

1
U = ]; Z €alphaPa (66)

This is the velocity used for determining the equilibriunstdbution functions in tem-
perature and concentration fields.

3.4 Concentraton fields For concentration field, there is an extra computational
sub-step, reaction and diffusion by using the DARMS and C/ARbésides conven-
tional computational sub-steps of collision and advection

Collision of chemical specie.

) ) 1 ) .
Ya(x,t) = Ya(x,t) = —[Ya(x,1) = Y0 0] (67)

Ti

whereY’ denotes the concentration of chemical spécie

YD — YL+ 3(ca - u) + %(ea-)u)Q _ gqﬂ] (68)

and

YVi=>"Y, (69)

Relaxation time-constantis determined by thermal diffusivity ang''s are determined
by the diffusivity of corresponding species.

4 Simulation of the Oregonator

The Oregonator scheme is outlined in Table 4.1: In this papesmbination of Tyson’s
"Lo” [19] and Field-Forsterling values [7] (TFF parametare used [14]k; : 1060/ —2
S ko : 2M 3871 k3 :2x 103 M 1S ky - 10M 2571 ks : Bx 2 x 1072571,
whereM stands for one molar, anél stands for a second.

4.5 Results of the simulation We take the non-slip boundary condition (the ve-
locities of particles which hit the wall are inverted aftéetcollision). The condition
of the simulation is described as follows; the amount of cotapon steps is 20,000,
A = 0.01, 7 = 10,1.0 x 10%, 1.0times107, the diffusion constant® obtained by



Chemical reaction simulations 447

X, Y,H 5 ow:(@),
AY,2H B X W (r),
2X 5 AW H : (ry),
AXH 5 9x,27:(r),
B,Z 5 05Y ¢ (rs).

Table 4.1 Oregonator

chemical experiments [14]¢? / sec.) of X, Dx and Z, Dz are1.5 x 10~° and
Dx =0.9 x 1072,

It is assumed that the size of reactor in the CARMS is a 6¢cBtm square, where 50
x 50 DARMSes are placed. So, the distance between DARMSES is %cm. In the
chemical experiment of BZ reaction, usually a excitatiomp® generated by stinging
a sliver stick, which evokes oxidation reaction. In ordeexpress the generation of the
excitation point, we change the concentrationXoindY are smaller, while that of/

is 100 times larger.

o o

O L&

Fig. 4.1 Time evolution of chemicalsEach line composed of the difference of the time evolution
of concentration of X (top), Y (middle) and Z (bottom) in théARMS, where, time evolution
starts from right toward left. Blue illustrates that the centration is high, while white, low and
T =1.0 x 10*

The results of simulation of the Oregonator illustrate thatCARMS with reaction, dif-
fusion and convection exhibits typical chemical wave spgtattern of the Oregonator
on every chemical speci¥, Y andZ.

Next, we change effectiveness of the convection. Since ahgewfr denotes the ef-
fectiveness, we change= 10 (the effectiveness is strong), = 1.0 x 10* (middle)

andr = 1.0 x 107 (weak). And we confirmed that the effectiveness of the cotimec
change the spatio-temporal pattern of chemical reactigur@i 4.2). When the effec-
tiveness is strong (the top line in the figure 4.2), since threvection was strong, the
reactor was well stirred and spatial patterns were excludettemporal patterns were
preserved. And when the effectiveness is middle (the mitidéein the figure), there
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a (-] °

Fig. 4.2 Effectiveness of the convectioifhe difference of the time evolution of concentration
of Z in the CARMS, where time evolution starts from right towdeft. Blue illustrates that the
concentration is high, while white, low. The effect of cootien is changed; the value efdenotes
the degree of effectiveness of the convection, astteegetting large, the effectiveness becomes
large. Each line illustrates when= 10 (top), 7 = 1.0 x 10* (middle), = 1.0 x 107 (bottom),
respectively

emerged spatio-temporal pattern, however, its patterndivBesent from the case when
the effectiveness is weak. When the effectiveness of caiovets weak, it is almost
same to the system only with reaction and diffusion. We coréif that when the effec-
tiveness of convection is weak, its pattern (the bottomilinée figure) is similar to the
ARMS with reaction-diffusion.
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